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SISTEMA DE TUTORIA INTELIGENTE APLICADO A VIDEOAULAS: UMA

FERRAMENTA DE AUXÍLIO À EXPERIMENTAÇÃO E COLETA DE DADOS

Thothadri Rajesh Vidyasankar

Novembro/2013

Orientadores: Rosa Maria Meri Leão

Edmundo Albuquerque de Souza e Silva
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Esta dissertação teve como objetivo construir uma ferramenta que possibilitasse

não somente a visualização, mas também a análise de informações de múltiplas

fontes em uma interface de modo a identificar e remover posśıveis rúıdos nos dados,

estabelecer a correlação entre dados de diferentes fontes, detecção de eventos rele-

vantes presentes nesses dados. O objetivo dessa ferramenta é auxiliar os sistemas

de tutoriais online como o Centro de Educação a Distância do Estado do Rio de

Janeiro (CEDERJ) a construir um modelo preditivo que utilize emoções identifi-

cadas, através de sinais psicológicos, tornando posśıvel adaptar o sistema a partir

dessas emoções. Como parte dessa pesquisa, foram conduzidos experimentos com

usuários utilizando sensores tais como: eletroencefalograma, electro-dermal activity

meter, webcam comum e webcam com infra-vermelho, enquanto os usuários assis-

tiam as video-aulas do CEDERJ. Demostrou-se de que maneira essa ferramenta

de visualização pode ser utilizada para visualização e análise dos dados coletados

através dos experimentos realizados afim de obter insights adicionais para os dados

do sensor.
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Abstract of Dissertation presented to COPPE/UFRJ as a partial fulfillment of the

requirements for the degree of Master of Science (M.Sc.)
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This dissertation is part of an ongoing project on Intelligent Tutoring Systems.

We built a data visualization tool to help analysing data from multiple sources in

order to identify important trends in the data, find possible correlations among data

from different sources, detect and remove noise from the data and detect important

events. Our tool should be viewed as a first step towards building an automated

tutoring systems based on video lectures and, more specifically, target at the CED-

ERJ videolectures. The long term is to build a predictive model of cognitive states

[eg:attention] from data produced by different sensors. As a part of this research, we

conducted experiments that employ sensors such as Electroencephalogram, Electro-

dermal Activity Meter (EDA), normal webcam and infra-red webcam attached to

a student while watching a video lecture. We exemplify how our data visualization

tool could be used to analyse the data collected from the experiments to gain in-

sights that can be useful for constructing an intelligent tutoring systems and to give

feedback to the lecturer to improve his videolecture.

vii



Contents

List of Figures x

1 Introduction 1

1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.2 Emotion and Cognition related to learning . . . . . . . . . . . . . . . 3

1.3 Goal and Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . 4

1.4 Overview of Dissertation . . . . . . . . . . . . . . . . . . . . . . . . . 5

2 Background and Related Work 6

2.1 Videolecture System used by the Computer Science Course of the

CEDERJ Consortium . . . . . . . . . . . . . . . . . . . . . . . . . . 6

2.2 An Intelligent tutoring system: Wayang Outpost . . . . . . . . . . . . 8

2.3 Sensing Technologies . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

2.3.1 Facial Expressions . . . . . . . . . . . . . . . . . . . . . . . . 12

2.3.2 Electrodermal Activity Sensor . . . . . . . . . . . . . . . . . . 13

2.3.3 Electroencephalography . . . . . . . . . . . . . . . . . . . . . 14

2.4 Existing Data Visualization Tools . . . . . . . . . . . . . . . . . . . 16

3 System Design 18

3.1 Overview of the System . . . . . . . . . . . . . . . . . . . . . . . . . 18

3.2 System’s Architecture . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

3.2.1 Input Module . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

3.2.2 Video synchronizer Module and Video Display Module . . . . 25

3.2.3 Data Selection Module . . . . . . . . . . . . . . . . . . . . . . 26

3.2.4 Animated Chart Display Module . . . . . . . . . . . . . . . . 27

3.3 Statistics and Signal Processing Techniques . . . . . . . . . . . . . . . 28

3.3.1 Fourier Transform . . . . . . . . . . . . . . . . . . . . . . . . . 28

3.3.2 Short Time Fourier Transform . . . . . . . . . . . . . . . . . . 31

3.3.3 Wavelet Transform . . . . . . . . . . . . . . . . . . . . . . . . 33

3.3.4 Statistical Module . . . . . . . . . . . . . . . . . . . . . . . . 37

viii



4 Experimentation: Methodology and Results 40

4.1 Task Selection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

4.2 Experimental Setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

4.2.1 Sensors Utilized . . . . . . . . . . . . . . . . . . . . . . . . . . 42

4.2.2 Experimental Environment . . . . . . . . . . . . . . . . . . . . 44

4.2.3 The Interface . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

4.2.4 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

4.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

4.3.1 EEG analysis using the data visualization tool . . . . . . . . . 50

4.3.2 EDA analysis using the data visualization tool . . . . . . . . . 52

4.3.3 Event Based Analysis . . . . . . . . . . . . . . . . . . . . . . . 55

5 Conclusion and Future Work 59

Bibliography 61

ix



List of Figures

2.1 Client Interface of RIO Multimedia System . . . . . . . . . . . . . . . 8

2.2 Wayang Outpost . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

2.3 Set of Features from Tutor . . . . . . . . . . . . . . . . . . . . . . . . 10

2.4 Set of Features from Sensors . . . . . . . . . . . . . . . . . . . . . . . 10

2.5 Proposed model relating phases of learning to emotions [36] . . . . . 11

2.6 Facial Action Units . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

2.7 Scalp sites in International 10/20 System . . . . . . . . . . . . . . . . 14

2.8 Frequency bands of EEG and their functions . . . . . . . . . . . . . . 15

3.1 All the data jointly displayed . . . . . . . . . . . . . . . . . . . . . . 19

3.2 Architecture of the Data Visualization Software . . . . . . . . . . . . 20

3.3 Time-series data representation . . . . . . . . . . . . . . . . . . . . . 21

3.4 Event Interface . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

3.5 Adding Sensor data to our system . . . . . . . . . . . . . . . . . . . . 22

3.6 Removing data from our system . . . . . . . . . . . . . . . . . . . . . 23

3.7 Interface for configuring clock values . . . . . . . . . . . . . . . . . . 24

3.8 GUI . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

3.9 Videos from three different sources synchronized . . . . . . . . . . . . 25

3.10 Data Selection Module . . . . . . . . . . . . . . . . . . . . . . . . . . 27

3.11 Time indicator is highlighted by the red vertical line . . . . . . . . . . 28

3.12 The Fourier Transform Module . . . . . . . . . . . . . . . . . . . . . 31

3.13 f(x) and f1(x) and dft of both . . . . . . . . . . . . . . . . . . . . . . 32

3.14 wavelets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

3.15 Scaling and Shifting operation of Continous Wavelet Transform . . . 35

3.16 One stage filtering . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

3.17 3-level wavelet decomposition . . . . . . . . . . . . . . . . . . . . . . 37

3.18 DWT Module . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

3.19 Statistical Details computed for the Peak event . . . . . . . . . . . . 39

4.1 Staring Configuration . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

4.2 Ending Configuration . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

x



4.3 Q Sensor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

4.4 Alternate Electrode Placement Locations . . . . . . . . . . . . . . . . 43

4.5 Electrode placement positions . . . . . . . . . . . . . . . . . . . . . . 43

4.6 Emotiv Neuroheadset . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

4.7 Dark pupil tracking illumination setup . . . . . . . . . . . . . . . . . 44

4.8 Baseline recording test . . . . . . . . . . . . . . . . . . . . . . . . . . 46

4.9 nback test . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

4.10 nback Sequences . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

4.11 Video Lecture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

4.12 Participant immediately before the experiment . . . . . . . . . . . . . 48

4.13 EEG plot . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

4.14 Eye Blink and EEG Correlation . . . . . . . . . . . . . . . . . . . . . 51

4.15 Interface to compute the Short Time Fourier Transfrom for Theta . . 52

4.16 Short Time Fourier Transform of EEG signals . . . . . . . . . . . . . 53

4.17 Data from Qsensor . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

4.18 EDA analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

4.19 The phasic components due to the result in the change of task . . . . 55

4.20 GUI for creating an event . . . . . . . . . . . . . . . . . . . . . . . . 55

4.21 Baseline event of the experiment type B . . . . . . . . . . . . . . . . 56

4.22 EDA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

4.23 Theta statistics for nback 1 . . . . . . . . . . . . . . . . . . . . . . . 57

4.24 Theta statistics for nback 2 . . . . . . . . . . . . . . . . . . . . . . . 57

4.25 Theta statistics for nback 3 . . . . . . . . . . . . . . . . . . . . . . . 58

4.26 Output data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

xi



Chapter 1

Introduction

1.1 Motivation

In the recent years, distance learning technologies have played a significant role in

bringing quality education to students of various economic backgrounds. With the

help of recent technological developments, the geographical and political constraints

with respect to education are slowly diminishing. Distance learning technologies

have enabled students across the globe to gain access to lot of free online materials

of various renowned universities like MIT and Stanford with an Internet connection

and a PC [9]. In Brazil the CEDERJ [11] consortium in the state of Rio de Janeiro

pioneered online education using videolectures and formal courses in computer sci-

ence have been offered for more than ten years [10].

Distance learning can be either synchronous or asynchronous [40]. The syn-

chronous methods are dynamic and allows for real time interaction between the

students and teachers through video conferencing, telephone and instant messaging.

A clear drawback is that all parts involved are required to be available during a

pre-established schedule. The asynchronous method is designed for students and

teachers from different time zones, working on different time schedules, where stu-

dents can access study materials on flexible schedules at their own pace [6]. The

interaction is mainly through web portals, email, pre-recorded video lectures and

recorded audio instructions.

The popularity of distance learning technologies is significantly increasing due

to its benefits. COURSERA, started in 2012, has more than 1.3 million enrolments

around the world for its free online courses [50]. In Brazil the computer system

course offered by CEDERJ [10], for instance, has more than 1500 students regis-

tered in the state of Rio de Janeiro. Presently, the videolectures are made freely

available via the National Research and Educational Network (RNP) via the service

”videoaula@RNP”. In the past few months the videolectures have has approximately
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6,000 accesses per day.

Although distance learning has been evolving over the recent years, there is still

a lot of room for improvements with the advent of new technologies. Many efforts

are under study to increase the efficiency and quality of distance learning in order

to improve the students learning experience. For instance, in current systems, it

is hard to ensure that the concepts conveyed through pre-recorded video lectures

are properly understood by the audience. Video lecture systems lack an efficient

interactive-feedback real-time channel for student to ask questions and student-

lecturer contact in real time that would allow the teacher to infer if the student is

properly absorbing the material being taught. In addition, there could be situations

where a student may find it difficult to assess their level of understanding and may

require assistance, even if she/he is not aware that assistance is needed.

In traditional educational approach, where there is room for interaction between

the students and the professors, it is easier for the professor by virtue of his/her

experience and skills to assess the student’s learning progress. The student learning

progress can be evaluated either by identifying their cognitive-emotional states [16,

36] or by evaluating their response to questions [49]. This immediate feedback allows

the professor to modify his lecture on the fly, which may have a positive impact in

improving students comprehension [36]. Overall, students have the opportunity to

enhance their understanding by directly interacting with the professor and their

peers.

To incorporate some of these features in distance learning, a real-time multimedia

video conferencing between the students and the professors may be necessary. How-

ever, such solution requires all students and the professor to log in at the same time,

which makes scalability a serious issue. Also, the flexibility of self paced learning

with respect to each student would have to be compromised.

An interesting approach to address this issue would be to build a automated

tutor tool which could partially emulate the role of the professor, assess the student

learning progress during a video lecture and dynamically modify the lecture accord-

ingly. For example, during a lecture, if the student is confused with an equation, the

computer tutor could recommend some web links to the user, where the explanation

is detailed or more examples are provided.

To assess the student learning progress, the automated tutor tool should mimic

some of the capabilities of skilled professors. Most importantly, it should have the

ability to recognize students cognitive and emotional states which are the major

components of learning [3]. One possibility is for the tutoring tool to ask the stu-

dents to self report their emotions. This is very intrusive and might distract the

student learning process. In addition, self-reported emotions might not be com-

pletely reliable, as students may not be aware of their emotional state or may not

2



choose to reveal their emotion [46].

To assess student’s cognitive-emotional states in an non-intrusive manner, sen-

sors such as facial expressions, EEG, skin conductance meter etc could be used.

Woolf, D’Mello and Picard in their intelligent tutoring systems [20, 21], use data

from the mouse pressure, a facial expression system, a posture analysis seat and skin

conductance sensor to detect cognitive-emotional states. Multiple sensors are used

in order to identify cognitive-emotional states precisely . EEG based technology is

an emerging field of research in this arena.

To develop a computer-based tutor with aforesaid sensing devices is very complex

and challenging. These sensors produce huge amount of data in various formats. In

addition, the data from sensors contains noise from different sources. This makes

it difficult to access all the data and analyze them. But, in order to identify the

cognitive-emotion states accurately, it is important to study and extract a set of

important features related to cognitive-emotion states from the data. Once ex-

tracted, a proper machine learning type of model could be employed to infer the

cognitive-emotion states accurately.

To visualize and analyze such sensor data, exists various tools such as ACUME,

EEGLAB, ELAN [2, 18, 39] etc. ACUME visualizes and analyzes facial expres-

sions, while EEGLAB and ELAN visualizes and analyzes data from EEG sensors.

For Intelligent Tutoring Systems which uses multiple sensors, detecting cognitive-

emotional states to study the sensor data using these tools might not be an efficient

solution as they can visualize and analyse data only from one type of sensor. It

could be a time consuming process to study the sensors individually. In addition,

treating the data individually could result in the loss of valuable information due to

the expected correlation among the different time series obtained from the sensing

devices.

A tool which can visualize and analyse data from multiple sensors together can

save lot of time and importantly help in identifying relationship between data from

same/different sensors. This could help analyst draw important conclusions regard-

ing pattern, trend and correlation which is important for studying the data and

extracting relevant features of his requirements. But research software which can

handle these types of data together are not available and our dissertation aims in

creating a software which can visualize and analyse data from multiple sensors.

1.2 Emotion and Cognition related to learning

According to Darwin, emotions are products of natural selection. Ekman et al

[43] substantiated Darwin’s theory by demonstrating emotions such as: happiness,

sadness, anger, fear, surprise and disgust can be universally recognized from the
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face in a number of cultures. These emotions are called as basic emotions. However,

these basic emotions doesn’t occur very often in day to day interactions [33] and

have minimal relevance to learning [36].

The term cognition is a group of mental process which includes attention, mem-

ory, problem solving, perception, decision making and thinking etc. These cognitive

states have high relevance to learning. According to Gagne [25], the eight phases of

learning includes attention, expectancy, retrieval of relevant information to Working

Memory, selective perception, encoding: entry of information into Long-Term Mem-

ory, responding, feedback and cueing retrieval. Hence, by identifying the cognitive

states of the user, it might be possible to understand if a student has learned the

topic or not.

1.3 Goal and Contributions

The long term goal of this project is to build an intelligent tutoring system for

videolectures, in particular for the computer system course offered by CEDERJ. It

should be capable of predicting user’s cognitive states when they watch a video lec-

ture and adapt the lecture accordingly in-order to enhance their learning experience.

As a first step towards this, we focus on identifying the user’s attention level since it

is the first step in the eight phases of learning [25]. In addition, a recommendation

system based on the observed emotional and cognitive states of the user is planned

to be developed. It could be used by the professors to modify their pedagogical

strategies in the parts of a lecture in which the automated tutor indicates a poten-

tial difficulty encountered by a large fraction of the students. With this, we hope

to improve the quality of video lectures and enhance student’s learning experience.

The tool developed in this work is part of this overall effort.

The data visualization tool has the following objectives. Visualizing data from

multiple sources, identifying the important trends in the data, statistical and signal

analysis of the data, removing noise from the data, identifying possible correlation

among data from different sources and extracting relevant features from the sensors

that could contribute in identifying cognitive-emotion states accurately.

We use four sensors in our study. They are electroencephalogram (EEG), gal-

vanic skin response (GSR), infrared camera and a video camera. Infrared camera

and video camera are used for observing eye pupil movements and facial expressions.

In addition to this, we also video record the tasks performed by the student.

A graphical user interface was built, were data from different inputs can be visu-

alized simultaneously. All the data are visually synchronized in time and recorded

videos can be analyzed frame by frame for better assessment of events. In addition

to visualization, data can be analyzed using statistical and signal processing tech-
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niques. The noise in data could be removed by visual inspection. The tool allows the

user to choose, visualize and analyze any desired portion of the data. In addition,

we also developed calibration tests and implemented a few existed games to be used

in the experiments we performed.

We use the CEDERJ video lectures and games such as nback [24] and tower

of hanoi to exemplify how our tool can be used. Games such as nback and tower

of hanoi are used for experimental purposes only. Since the duration of the game

is less than two or three minutes and the performance of the user is evident from

the result of the game, these games are helpful to provide an initial assessment of

the sensor data and to search for possible correlation between sensor data and the

performance of the user. Two types of experiments were conducted. Participants

were asked either to play both nback and tower of hanoi or watch the video-lecture

with the sensors attached to them. All collected data was recorded by a software

built as a part of the tool.

1.4 Overview of Dissertation

The dissertation is organized as follows. In Section 2 we present an overview of

existing Intelligent Tutoring Systems, existing data visualization tools and the recent

sensing technologies and uses related to our work. Section 3 introduces our data

visualization tool. In section 4, we explain the methodologies used to conduct the

experiments and their results. Finally Section 5 presents our conclusion and point

to future work.
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Chapter 2

Background and Related Work

This chapter is devoted to explain important concepts for the evolution of our work

and to survey relevant works in the literature related to this dissertation. We also

define some terms which will be used in the remaining chapters as well.

In section 2.1, we discuss in detail the videolecture system used by CEDERJ that

was the motivation for our work. In the subsequent section, we survey an existing

intelligent tutoring system. Section 2.3 describes recent sensing technologies that

could be used to enhance the performance of intelligent tutoring systems. In section

2.4 we discuss the existing data visualization tools and their limitations.

2.1 Videolecture System used by the Computer

Science Course of the CEDERJ Consortium

In this section we outline the Distance learning system utilized by CEDERJ that was

the main motivation of our work. CEDERJ is a consortium of public universities

of the state of Rio de Janeiro and provide undergraduate courses using distance

learning methodologies. Its objective is to provide students primarily living in areas

that lack access to higher education and who cannot afford to join a public university

and attend the regular classes offered, with a viable alternative to getting a college

degree. The consortium was officially established in the year 2000 [10] and currently

provides courses in areas such as administration, physics, mathematics, computer

systems etc.

In particular, the computer systems (CS) course has currently more than 1800

students registered. This course is a partnership between two federal universities:

UFRJ and UFF. The CS course is offered in 19 sites in the interior of Rio de

Janeiro and at these sites , registered students have access to a laboratory, a small

library and live tutoring classes. Tutors are a key element of the system. The local

tutors support the students at each site. There are also remote tutors, who are
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graduate students located at each university and are on call via video conferencing

or telephone at scheduled hours, or via email.

The computer systems course in CEDERJ uses videolectures that are based on

the Rio multimedia server [17] and made available by the videoaula@RNP service

offered by the National Education and Research Network [45]. Users can access the

video lectures through the Internet or at the CEDERJ sites. Each video lecture

consists of a pre-recorded video of classes, an index with the topics presented in the

video and animated slides. All the information is synchronized. To enhance the

learning process, the system also enables the user to interact with it by pausing the

video, moving forward or backward and choosing the topic of interest. In addition

users can interact with slides.

The RIO multimedia system [17] is an universal multimedia storage system with

random allocation and block replication. RIO supports various types of media such

as video, audio, text and image. The RIO was originally conceived by UCLA [47].

In 1999, through a joint CNPq/NSF research project, the development of the RIO

system continued and latter was improved by the LAND Laboratory at COPPE.

Currently the video lectures of the Computer Science course are available through

the service videoaula@rnp offered by Brazilian National Education and Research

Network (RNP). The architecture of the service videoaula@rnp comprises several

clusters of the RIO system. Each cluster consists of a web server that manages

the client requests, a set of storage servers where the contents are stored and a

management server implements the interface between the user web front-end and

the storage servers.

To visualize the video lectures, a client was developed by LAND. Currently two

clients are available , an HTML5 client and a Flash Client. The client interface is

shown in Figure 2.1. The client displays the video, the index of the topics and slides

which are all synchronized in time. In addition, the client records all the user’s

interactions such as pause, seek etc and sends the information to the server which

maintains a log. Figure 2.1 shows the client interface as seen by the user.

The client of the RIO multimedia system does not adapt the videolecture auto-

matically, in accordance with the student’s learning experience. For example, when

a student watches a video lecture and does not understand the professor’s explana-

tion about a particular topic, the only option the student has available is to rewind

and watch the topic again. If the student fails to understand the material after

repeatedly watching it, he can become frustrated and this could affect his attention

for the rest of the session.
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Figure 2.1: Client Interface of RIO Multimedia System

In order to enhance the student learning experience, it is essential for distance

learning systems to intelligently tailor the lecture to the student needs. Non-invasive

sensors could be used with distance learning systems to identify emotions experi-

enced by the user and could be used as a feedback to adapt the system.

2.2 An Intelligent tutoring system: Wayang Out-

post

Wayang Outpost is a multimedia Intelligent Tutoring Systems (ITS) targeted for

geometry teaching that help users to improve their math skills and prepare them for

math tests such as Scholastic Aptitude Test (SAT) and Massachusetts Comprehen-

sive Assessment System (MCAS). It provides instruction via website which enables

easy access to students at school or home. Students begin their session after logging

into the site and they are guided through different topics. They receive multiple

choice questions that are chosen adaptively based on the their ongoing performance

in the current section. Figure 2.1 shows the web interface of Wayang Outpost

Wayang Outpost includes one or more multimedia hints consisting of text mes-

sages, audio and animation for all the multiple choice questions. It also includes

a gendered learning companion who encourages the student to use the hint while
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Figure 2.2: Wayang Outpost

answering a question. Gendered companions are capable of expressing emotions and

it emphasizes the importance of effort and perseverance. Wayang Outpost queries

the user about their emotions every five minutes and after they have solved the

problem.

A recent research by Cooper et al [12] with Wayang Outpost used four different

sensors to detect the user emotional states such as frustration, interest, confidence,

and excitement. His research goal was to enhance the performance of ITS using

the feedback from sensors. Sensors used in their research were skin conductance

bracelet, pressure sensitive mouse , pressure sensitive chair and a mental state cam-

era developed in [33].

An experiment was conducted by Cooper et al [12] with 35 high school stu-

dents and 58 undergraduate students. Students used Wayang Outpost with the

sensors attached to them. At interval of 5 minutes, Wayang queried students about

a randomly selected emotion (for example, how interested/confused/excited they

are feeling now?) on a 5 point scale where three corresponds to neutral and five

corresponds to high value of emotion. A total of 588 queries were collected from all

the students and these results were used for training and testing their classification

model.

In order to train the classification model, a feature-set from sensors and tutor

were extracted. They are shown in the Figure 2.3 and 2.4. Feature-set in this case

means transforming the input sensor and tutor data into a reduced set of features

so that the desired analysis could be performed using this reduced representation

instead of the full input size. Feature set of sensor data represents a summary of

sensor values over the interval of emotional query. To predict emotions , best feature

set from sensors and tutors were extracted using a step-wise linear regression model

with emotions as dependent variables, and tutor and sensor features as independent

variables. For each emotion different set of best features were obtained.

The selected features were given as an input to the linear classifier model which
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Figure 2.3: Set of Features from Tutor Figure 2.4: Set of Features from Sensors

is built for each emotion. Leave-one-student-out cross validation was performed

for each model and accuracy ranging from 78 percentage to 87.5 percentage was

obtained for each emotion.

Even though they obtained the accuracy in the range of 78 percentage to 87.5

percentage, improvements can be made in a number of places. To train the classifier

and stepwise regression model, they depend on the user’s self-report emotions. But

the self-report emotion from the user is not very reliable because it is not easy for

some one to distinguish his emotional state accurately or may even choose not to

reveal his accurate emotion [46]. In order to mitigate this problem, a judge could be

used. The judge would visualize the user’s recorded facial expressions and confirm

the self-report.

Another major place for improvement is in the selection of feature sets from sen-

sors. In the current scenario, they just consider a summary of information provided

by all the sensor values. But when the information is averaged, important events in

the sensor data, like sudden peaks, could be lost. However, this could be a possible

indicator of any cognitive-emotional states. Also correlation among the sensor data,

which might contain some information about emotions, is not studied.

In order to address these issues, it is essential to understand and study the sensor

and tutor data. For that purpose, a specialized tool to visualize and analyze all the

data from different sensor would be very helpful. In this way, researchers could

choose to study sensors individually or jointly and try to understand if there are

any important characteristics in the data which are indicators of cognitive-emotional

states and use them as feature set.

2.3 Sensing Technologies

Sensing technologies may play an important role in understanding how learning

occurs. Different sensors have been used in various researches to detect cognitive-

emotion states of the user and these states are essential components of learning [48].

A theoretical model which explore the connection between these states and learning

is discussed below.
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The model proposed by Kort, Reilly and Picard [36] is depicted in the Figure 2.5.

It is a four quadrant model which relates phases of learning to emotions. Emotions

with respect to each quadrant are mentioned in Figure 2.5. Horizontal axis is an

emotion axis. The more pleasant emotions are on the right of the axis and more

unpleasant emotions on the left. The vertical axis is a learning axis where knowledge

construction represents the top of the axis and unlearning represents the bottom.

Figure 2.5: Proposed model relating phases of learning to emotions [36]

According to this model, learners can move around the quadrants in many differ-

ent patterns. Ideally learners begins in quadrant one or two where they are curious

to learn a new topic or they want to reduce the confusion about the topic. If learners

encounter any difficulties or if their idea fails, they move to quadrant three where

they are frustrated or have discarded any misconceptions. Then, they might move

to quadrant four with hope and/or determination to solve the problem and the way

to understand a topic. In case the learner obtains a fresh idea they return back

to quadrant one. Learners may experience multiple cycles around the phase plane

until they finally learn a topic. This model was validated by the author using a set

of experiments.

Intelligent Tutoring Systems could investigate the learning process using the

model described above or other models[19] which relates emotions and learning. This

might enable ITS to improve the performance by adapting according to the student

learning performance which in turn could enhance student’s learning experience.

To detect the cognitive-emotion states of the user, one of the best approaches is
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to use sensors like electroencephalogram (EEG), skin conductance meter or facial

expression camera [12, 19, 20]. In order to determine the possible correlations among

the data from sensors and the user states and to train ITSs, users could be asked

to self report their emotions depending on the experiment. But this may not be

completely reliable, as students would not be able to distinguish their emotional

state accurately or may even choose not to reveal their emotion [46]. Another

approach is to record the facial expressions of the student and to use a trained

expert to judge the emotion. However, this approach is not scalable since it requires

human intervention. So a scalable solution could be to use sensors to automatically

detect a cognitive-emotion user state. In the remaining section we explain in detail

about these sensors and their past uses.

2.3.1 Facial Expressions

The human face provides one of the most versatile and natural means of communi-

cating cognitive and emotional states [33]. Humans can detect and recognize these

states from the facial expressions with little effort. Many studies have tried to

recognize automatically these states using the facial video input [13, 33].

To automatically detect emotional states from facial expressions one of the ap-

proach is to extract facial feature points from each video frames. Facial feature

points represents the shape and location of facial components such as eyes,nose etc.

Then, using the facial features, different facial action units are identified. A sample

of action units is also shown in the Figure 2.6. Facial action unit represents the

facial muscular movements that produces facial appearance changes. The Facial

action code system (FACS), implemented by Ekman and Freisen [43], comprises of

46 facial action units which can be combined to describe all facial expressions. Some

of the facial action units are inner brow raiser, upper lip raiser, mouth stretch, etc.

Then using the facial action units as input, appropriate mathematical models are

created to predict emotions.

Rana et al [33], in her mind reading system, used Hidden Markov Model (HMM)

to map facial feature input to action units. Then, these action units were used as

an input for dynamic bayesian networks to predict cognitive mental states such as

thinking, deciding, confused, interested, attention and unsure. Cowie et al [13], in his

intelligent system for facial emotion recognition, use a slightly different approach.

Initially, they extract facial features and use them to calculate a new parameter

called facial animation parameter(FAP). For six universal emotions (joy, surprise,

fear, anger, disgust, sadness) a set of rules were created by analyzing the FAP. These

rules are calculated for all the facial expressions in the Ekman and Freisen dataset.

Using these rules, emotions were predicted for any facial inputs.
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Figure 2.6: Facial Action Units

Studies [30, 38] also have tried to identify cognitive state using the eye metrics.

The increase in the size of pupil is correlated to user paying more attention. Also,

using the information of pupil size and point of gaze, cognitive states such as relaxed

and engaged in the context of problem solving, focused and distracted attention in

the context of driving and the states of alert and fatigued in the context of visual

search were detected.

2.3.2 Electrodermal Activity Sensor

Electro dermal activity (EDA) refers to the electrical changes measured at the sur-

face of the skin when activated by various brain circuits. Electrical changes are

caused by the variation of hydration in the sweat glands. For example, brain sends

signals to the skin to increase the level of sweating when the user experiences arousal

of strong emotions or increased cognitive working load.

EDA can be measured in many different ways which includes skin conductance,

skin resistance, skin impedance etc. Skin conductance is the most preferred way for

reporting EDA. It is calculated by applying an electric potential between the two

electrodes in contact with the skin and measuring the resulting current flow between

them.

EDA measurement is mainly characterized by two main components [8]. One

component is the general tonic level EDA which relates to slower acting components,

for example, slow climbing and slow declinations over time. This slow-changing level

is generally referred to as Skin Conductance Level (SCL). Relevant changes in the

skin conductance level typically occur in a period of tens of seconds to minutes.

The other component is the phasic component which refers to the faster chang-

ing elements of the signal. They usually show up as peaks in the skin conductance.

These peaks are generally referred to as Skin Conductance Responses (SCRs). They

normally occur due to the presence of external stimuli while in tonic skin conduc-
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tance, there are no such external stimuli.

EDA for cognitive-emotive states evaluation

EDA has the potential to recognize cognitive-emotive states. Skin conductance

usually increases when a person is more aroused. For example, when he is engaged,

stressed, or excited. Skin conductance tends to stay low or drop when a person is

less aroused. For example, when he is disengaged, bored, or calm [1].

Picard at el [44] performed a study which shows that EDA sensor is sensitive

to emotional and cognitive changes . The participants were asked to perform three

different tasks using EDA sensor. The tasks were physical test, cognitive test and

emotional test. Participants were asked to sit idle before and after each tasks for

establishing a baseline.

In all the three tasks, skin conductance gradually decreased during the baseline

period as the participants were relaxed. Once they started performing the physical

test, cognitive test or emotional test, a steep increase in skin conductance level was

observed. In cognitive and emotional tests, multiple skin conductance responses

(peaks) were also observed.

2.3.3 Electroencephalography

EEG sensor provides recorded electrical activity of the brain. There are millions

of neurons in brain and each generates small electric voltage. The aggregation of

this electrical voltage provides electrical readings which electrodes on the scalp can

detect [41]. Positioning of the electrodes on the scalps is based on the international

10/20 system which is shown in the figure 2.7. Since EEG is a non-invasive passive

measuring device it is safe for extended and repeated use.

Figure 2.7: Scalp sites in International 10/20 System

Rhythmic Activity

EEG signal is described in terms of rhythmic activity. This signal can be divided

into several frequency bands and are defined as delta, theta, alpha, beta and gamma.

Their frequency range and functions are shown in the Figure 2.8 [41].
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Figure 2.8: Frequency bands of EEG and their functions

Studies [4, 27, 34] have shown that alpha and theta frequency bands are signif-

icantly used in the studies related to cognitive states. A study [4] which involves

a subject closing and opening the eye indicates that the power of alpha rhythm

increases when the subject closes his eye. In another study [34] where the subject

performs a mental task indicates that the alpha activity is sensitive to the changes in

mental effort. A decrease in the amplitude of the alpha rhythm was observed during

mental arithmetic tasks. The study in [28] which is related to working memory, it

was observed that the power of theta observed in the frontal regions of the brain

increases in strength as tasks require more focused attention while the alpha rhythm

observed in the posterior regions of the brain tend to decrease in strength as task

becomes more difficult. In the study by Klimesch [35] where the subject is presented

with a series of words and their memory performance was performed shows that the

power of theta rhythm increases in response to the memory demand.

EEG Artifacts

Eye movements, eye blinks, muscle noise, heart signals, and line noise produce dis-

tracting artifacts in EEG recordings[32]. These artifacts generate potential that can

be of magnitude much larger than brain-generated electrical potentials. This cre-

ates serious problems when EEG is analyzed. They can bias the measures computed

from the data and as a result significantly alter the results of the experiments.

It is important to remove the artifacts from EEG before analyzing its signals.

Rejecting the EEG amplitudes greater than a threshold value is the most easiest

method used in the research settings. However, if there are many artifacts, by re-

jecting such values, a large quantity of experiment data is lost. To avoid such issues,

techniques like independent component analysis are used to remove the artifacts

[32, 37].
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2.4 Existing Data Visualization Tools

Data visualization tools are built for visualizing and analyzing huge quantity of data.

It should enable the user to understand the data clearly and effectively which can

help them in making right decisions and discover interesting ideas. It is a powerful

way to simplify the complexity in the data. The best data visualization tools can

expose something new about the data and also expose relationships contained within

the data. Such tool should not be sophisticated to use as it might leave the user

frustrated. Ideally a tool should be simple and easy to use.

When sensors are used with ITS to identify cognitive and emotional states, a

huge quantity of data is obtained from the sensors. It is important to visualize and

analyze all the data clearly and effectively for selecting relevant feature that can

help to identify the emotion. It is also important for a tool to provide the user with

an ambient for research, where he can ask new questions, expose something new

and also find interesting solutions. To the best of our knowledge, we don’t know

any ITS which is supported by a specialized data visualization tool. This might be

due to the complexity of multiplexing all the data together and communicating the

information clearly and effectively to the user.

There are tools which displays and analyze data specific to a single sensor.

EEGLAB [18] and ELAN [2] are the most commonly used tools for visualizing and

analyzing EEG. ACUME [39] is used for understanding facial expression and gesture

data. These tools allows the user to understand the data well and also provides an

environment for users to perform research on the data.

EEGLAB is a toolbox and graphical user interface used for studying EEG data

of any number of channels. EEGLAB development is now centered at the Swartz

Center for Computational Neuroscience of the Institute for Neural Computation

at the University of California San Diego. ELAN was developed in Lyon, France.

Including EEG , it can analyze Magnetoencephelography (MEG) and local field

potentials (LFP) signals. Most of the functions provided by EEGLAB and ELAN

are similar.

EEGLAB and ELAN can display the raw EEG data of all the channels in one

window for a desired timescale. Analysts can visualize the data and use it for reject-

ing artifacts manually or using a threshold value. Analysts can apply and evaluate

the results of independent component analysis of EEG data. Independent compo-

nent analysis can be used to detect and remove the noise automatically without any

loss of information from data.

In both EEGLAB and ELAN tools, EEG data (modified or unmodified) can

be filtered using high pass or low pass filters for example, Wavelet analysis and

Fourier analysis can be applied on raw EEG data. ELAN provides inbuilt statistical
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tests like Wilcoxon paired texts, Kruskal Wallis tests which can be applied to get

information on across trail statistics. In addition, EEGLAB and ELAN can also

plot and analyze Event Related Potentials.

ACUME [39] is a visualization tool for understanding facial expression and ges-

ture data across large population. ACUME uses Action Unit Spectogram (AUSpec)

which contains frequency of each action unit (indicated by color intensity) displayed

every second across all viewers for different stimuli (two different movie clips for

example) . So if the color intensity at a particular point is high, it means that

particular action unit occurred in large number in that particular second across the

group. This feature allows to compare the group responses at a particular point

in time. It is also possible to compare group responses to different stimuli. For

example, occurrence of particular action unit was very high in 1st movie clip when

compared to second. ACUME also provides a way to access an individual response

by using Grid View. Grid view allows researcher to view spectrogram of specific

participant side by side and compare their response .This allows the researcher to

identify participants whose responses were much different from the others.

All these data visualization tools provide a very detail study about a single

sensor. These tools are not created to handle data from different sensors. For an

ITS application where multiple sensors may be employed, it is desirable to analyze

jointly the output from different sensors to possibly detect correlations among the

sensors. Such a tool would necessarily handle different types of sensors and would

have to automatically synchronize all the input data, for analysis. The following

chapter will describe the tool we implemented.
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Chapter 3

System Design

In this Chapter, we first present overview of the system, then we detail the system’s

architecture and its components.

3.1 Overview of the System

In this work, we built a data visualization tool where the user can visualize and

analyze time-series from different sensors, event-related data and video, all in the

same interface. All data is synchronized and can be visualized and analyzed either

collectively or individually.

The objective of this work is to provide an environment for the researcher to

study the data from multiple sources. For example, an analyst can use this tool to

search for any particular trend in the data, to find possible correlations among the

data from the same source or multiple sources, to identify important characteristics

of the data and to detect noise in the data.

The main objective of the tool is to assist on going work in our laboratory on

Intelligent Tutoring Systems (ITS). In this way, signals from multiple non-intrusive

sensors must be analyzed in order to obtain insights which would be helpful to build

a predictive model of user emotions. To illustrate how this tool can be of help to

ITS, we provide an example.

A student session monitored by an ITS is captured by reading facial expressions

and the output of an EDA (Electrical Dermal Activity). Once the session is over,

the analyst can visualize all the data collectively in our data visualization tool. He

can watch the facial expression video and plot the EDA graph in the same graphical

interface. When the user plays the recorded session, the video is shown synchronized

with a time line ( black vertical line) which moves over the plotted data. As a result,

the analyst can visually correlate facial expressions with the EDA time series and

judge if there are changes in the time series associated with the facial expressions of

the student. In addition, statistical and signal processing techniques can be applied
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on the data which could enhance the understanding of the sensor data. These

features may help the analyst to understand which are the relevant features in the

data. For example, if a peak is noticeable in the EDA data the analyst may check

for student’s expression at the time in order to see if the expression indicates that

the user is concentrated or distracted. The analyst may infer a relation between a

student emotion and EDA data. The Figure 3.1 shows an overview of our software

interface.

Figure 3.1: All the data jointly displayed

3.2 System’s Architecture

Our data visualization tool is written in python. We use GTK+ toolkit for creating

our graphical user interface. It is open-source, very stable, light weight, fast and

can run on cross platforms such as Windows, MAC and Linux. Two important

libraries that we use in our graphical user interface are opencv (for decoding video)

and matplotlib (for plotting charts).

The architecture of our system is shown in the Figure 3.2 . It consists of an

input module, a module for video synchronization , a module for data selection, a

signal processing and statistical module, a video display module and an animated

chart display module. Input module, for example, reads data from sensors like

EEG, EDA, normal video camera and infra red camera. The Video synchronizer

module synchronizes the video inputs and the videos are displayed using the video
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display module. The data to be plotted from the sensors such as EEG and EDA

are selected using the data selection module and displayed using the animated chart

display module. The system contains a system clock attached to a time line. When

triggered, it produces a value that is consistently incremented at fixed intervals.

Based on the values generated by the clock, the video synchronizer module extracts

the corresponding video frames. The animated chart display module plots a black

vertical line(timeline) in the graph which corresponds to the position in time of

the video. As a result, the analyst can relate the sensor readings, for example

EEG or EDA, with respect to the video. Analyst can also apply the statistical and

signal processing techniques by the tool (processing and statistical module) to the

data generated by the sensors. The system allows the analyst to pause the clock,

advance the clock forward and backward.

Infrared camera

video camera

Desktop Recorder

EEG

EDA

    Video 
Sychronizer
    

Video Display

    Data 
 Selection
  Module

Signal Processing 
         and 
Statistical Module

Other Data Sources

Animated
   Chart 
Display

Experimental Clock

Events

Videos

 Input
Module

Figure 3.2: Architecture of the Data Visualization Software

3.2.1 Input Module

The input module can handle three types of data streams: data from sensors(time

series), video and event-related data. Time-series data should be stored in a text file

in which the first column represents the time and the rest of the columns represent

the information provided by a sensor such as EEG, EDA etc. The first row of the file

contains the type of the data provided by the sensor. Figure 3.3 shows an example of

a time-series input file. The input module accepts data from any number of sensors.

In our tool, each information provided by the sensor is stored by the input module

in different instances of the class ”data”. The main members of the class are the

name of the information , name of the sensor, the data value and the corresponding

20



Figure 3.3: Time-series data representation

time stamp. The list of such instances is used in all the other modules such as

data selection module, animated chart display module and statistical and signal

processing module for processing the data.

In the case of video input, the input module only accepts video encoded using

x264 library. We note that any video can be represented in this format using ffmpeg.

More than one video can be selected using this module. Apart from the video file,

the input module also requires a file which contains the position of each frame of the

video with respect to time. In case this file is not available, the video synchronizer

can construct this information.

Other than time-series and video data, the input module handles all the events

generated by the graphical user interface (GUI). They include events like pausing the

clock, advancing the clock forward and backward and module selection events. Input

module provides an interface, as shown in Figure 3.4, to receive event-related data.

This is a very important feature in our tool. The analyst may input a name for the

event and choose the initial and final time for it. The Statistical and signal processing

module use such events for analyzing the sensor data between their starting and

ending points in time. The scroll bars shown in figure 3.4 is used to choose the start

and end time and, as the scroll bar is moved, the position of the video and position

of the black line in the graph changes simultaneously. This enables the analyst to

create event that may important during the analysis. The interface is flexible, so

that the analyst can visualize the video and the plots during event creation.

Figure 3.5 shows how data from sensor may be added to our tool. A user can

select multiple sensors at the same time. Similar process is used for adding the

video. This module also gives the user the option to remove any sensor, video or

event-related data from the system. This allows the user to keep only the data which

he considers useful for analysis . Since the input module stores all the information

from sensors in different instances of the class ”data” , we also provide an option for
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Figure 3.4: Event Interface

the user to delete any of these instances as shown in the Figure 3.6. These instances

are identified by concatenating the name of parent directory where data sensor is

stored, name of the sensor and name of the information provided by the sensor.

Figure 3.5: Adding Sensor data to our system

22



Figure 3.6: Removing data from our system

Clock

Our system contains two different clocks. We call them Experimental Clock and

System Clock. The System Clock is triggered by clicking the play button in the

graphical interface. When triggered, the System Clock starts a timer which repeat-

edly executes a task after a fixed time interval. The time interval can be configured

by the analyst and the minimum value is set to 35 milliseconds which is the mini-

mum time required to execute a task in our test bed with intel i5 quad core processor

and 16 GB RAM. The purpose of the task is to set and increment the value of the

Experimental Clock and make a call to the video synchronizer, the animate chart

display and the video display modules. The video synchronizer module extracts the

frame with the timestamp value closest to the Experimental Clock and the video

display module displays those frames. The animate chart display module plots a

red vertical line in all data plots determined by the Experimental clock value.

The increment value of the Experimental Clock set by the System Clock can be

configured by the analyst. For example, if the analyst wants to briefly overview all
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the data synchronized, the increment value can be set high ( around 1000 millisec-

onds). This implies that every time the timer set by System Clock executes a task,

the value of the Experimental Clock is incremented by 1000 and video synchronizer

module and animate chart display module use this value to determine the position

of time. On the other hand if the analyst wants to perform a detailed analysis of

all the data, the increment value can be set around 10-30 milliseconds. Figure 3.7

shows the interface where analyst can configure these values and Figure3.8 shows

our GUI with respect to the value of the Experiment Clock and the value of the

System Clock .

Figure 3.7: Interface for configuring clock values

Figure 3.8: GUI

24



3.2.2 Video synchronizer Module and Video Display Mod-

ule

In this module we synchronize the videos that are given in the input module. Sup-

pose that the analyst has two videos where one displays facial expressions of the

user while the other displays the screen shot of what the user was doing. The video

synchronizer module synchronizes these two videos, so that the analyst can visualize

the facial expression of the user corresponding to the task being performed. Our

video synchronizer is capable of synchronizing any number of videos. Figures 3.9

show three from different sources synchronized.

Figure 3.9: Videos from three different sources synchronized

The video synchronizer module accepts videos which are encoded using x264

library. We use opencv for reading the frames from the videos. The Mind Reader,

system designed by a colleague who is a part of our project to capture the data from

sensors, creates a separate file with the time-stamp captured for each frame of a video

which is included automatically by the input module when the video is selected. In

case the time-stamp for any video is not available, the video-synchronizer creates

the file with the assumption that video frame starts from the initial time obtained

from the other video or from the other graph (minimum value is selected). Then,

all the frames are equally divided based on the frame rate of the video. In this case,

the time-stamp of each frame in the video wont match the actual time stamp and

there will be a small error.

The algorithm of video synchronization is as follows. Video frames are syn-

chronized based on the time-stamp value of each frame. When the System Clock is

triggered, with respect to the time-stamp value provided by the Experimental Clock,

the video synchronizer module identifies the frames with the closest time stamp with

respect to the value of Experimental Clock and passes them to the video display

module. When the video display module receives the frames from all the videos, it

displays them to the analyst.

Video Seeking

One of the main restrictions in opencv is that it does not have the feature of video

seeking to any desired frame. Video can only be advanced to particular frame

numbers which are determined by the position of key frames. The position of the
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key frames can be determined when you encode the video using x264. To seek the

video to any desired frame number, we created an algorithm which seeks to the

closest key frame before the desired frame number and sequentially reads the frame

till the desired frame number is reached.

When the video is encoded, the interval between the key frames should be set

to a small value so that the distance between the desired frame and the key frame

is small. In case this distance is large, every time the analyst seeks the video, the

computer has to sequentially read all the frames between the key frame and the

desired frame which can take a considerable amount of time. Hence the video seek

will be slow. To avoid this issue, the key frame interval has to be set to a value

small when encoding the video.

Video seeking plays a major role in our visualization tool. For example, when the

analyst identifies a peak in the sensor data at time x in the animated chart display

module, he does not have to wait till time x. By clicking directly at the peak, the

video is advanced to the frame number with respect to time x.

Video Zooming

Zooming the video is done by pausing the video and drawing a rectangle over the

desired area. The coordinates of the rectangle with respect to the video are deter-

mined by our user interface and uses a opencv library for rescaling the desired area.

The analyst can select any desired area of the video he wants to visualize in detail

such as the pupil of the eye, mouth etc. For example, he can compare the size of

the pupil with the data he has plotted and see if there is are correlation between

the two inputs.

Video Display Module

The video display module is serially connected to the video synchronizer module.

The frames synchronized in the video synchronizer module are automatically passed

to the video display module that handles data display to the analyst. The area

of the video display is determined by the number of videos the analyst wants to

visualize. This size is computed to fit the available space in the user interface. The

videos are rendered to the analyst using the GTK drawing area.

3.2.3 Data Selection Module

Data Selection module uses the list of instances of class ”data” created in the input

module. It contains the time series data along with information such as its name and

the sensor it belongs. This module allows the analyst to select which information he

wants to plot and analyze. For example, if the analyst wants to plot the raw EEG
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from 3 channels from 19 channels available, he selects the desired three of them using

this module. He can visualize and analyze the data of his choice. Also, the data

can be plotted in three different areas in our interface which we refer to as windows.

This module allows the user to choose the window he wants to plot the data. The

Figure 3.10 shows our data selection module. It contains two sensors EEG(Emotiv)

and EDA. Each sensor has multiple information as shown in the Figure 3.10.

The analyst has the option of normalizing the data before plotting, and in ad-

dition, the module also provides basic statistical metrics such as maximum, mean,

minimum and standard deviation for each of the informations provided by the sen-

sor.

Figure 3.10: Data Selection Module

3.2.4 Animated Chart Display Module

The Animated Chart Display module contains three windows where the analyst can

plot the data. We use matplotlib to plot the data which provides an object-oriented

API for embedding plots into applications using GTK. This module plots the data

selected by the user in data selection module.

The most important feature of this module is the animated black vertical line

which we call the ”time indicator”. The module plots the time indicator line in

all the windows and its position is determined by the value of the Experimental

Clock. When the value of the Experimental Clock changes, the position of the

time indicator changes as shown in Figure 3.11. The time indicator is an important

feature because it shows the data value of a sensor at time t with respect to the

image of a video at that time. The analyst, for example, can monitor what was the

facial expression of the user during the peak in a raw EEG data. So if the user was
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blinking his eyes, the analyst may infer that peak might be the result of blinking

and not due to the cognitive-state of the student bring monitored.

Figure 3.11: Time indicator is highlighted by the red vertical line

Zooming of the graph can be done by clicking the zoom button in the interface

and drawing a rectangle over the desired area. The coordinates of the rectangle are

determined by our tool and and the graph is redrawn based on the coordinate values

of the rectangle. If the analyst wants to return back to original plot, he just have

to click the zoomfit button in the GUI.

The Animated Chart Display module consists two types of charts. The charts

at the top of our data visualization tool plots all the data in the same graph while

the charts at the bottom of our tool, plot all the data separately as shown in the

figure 3.11.

3.3 Statistics and Signal Processing Techniques

Our data visualization tool is capable of performing several signal processing tech-

niques such as Fourier transform, Short time Fourier transform and Wavelet trans-

form . These transformations are applied to the data captured from the sensor to

obtain further information which cannot be seen in the time-domain format. In

this section, we explain briefly the theoretical background of these transforms and

explain how our tool could be utilized to apply these transforms.

3.3.1 Fourier Transform

The Fourier transform describes a continuous signal x(t) as a linear combination

of sinusoidal basis functions in which each of these basis functions is a complex

exponential of a different frequency. The Fourier transform of a continuous signal

x(t) is defined by
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x(t) =

∫
∞

−∞

X(f)e−i2πftdt (3.1)

where

X(f) =

∫
∞

−∞

x(t)ei2πftdt (3.2)

is a complex exponential of a frequency f. Equation 3.2 is the continuous Fourier

transform of the signal x(t).

The square of the absolute value of X(f) is given by

|X(f)|2 = ℜ[X(f)]2 + ℑ[X(f)]2 (3.3)

and it corresponds to the power of the frequency f. The larger the value of |X(f)|2
the greater is the importance of the corresponding frequency to the signal x(t).

In continuous Fourier Transform, the input signal x(t) and output signal X(f)

are real-valued functions of t and f and so their values must be discretized. The

discretization of the input signal in time domain is usually performed at constant

intervals ∆ as shown in equation 3.4 and applying the Discrete-Time Fourier trans-

form.

x(n) = {x0, x1, . . . , xN−1} = {xi}, xi is the sample taken at time ti = t0+ i∆ (3.4)

The highest frequency that can be detected for the sampling period ∆ is given

by the Nyquist frequency Fn = 1

2∆
.

The Discrete-Time Fourier transform (DTFT) of the signal x(n) is

X(eiω) =
∞∑

n=−∞

x(n)e−iωn, (3.5)

where ω denotes the digital frequency and its inverse is

x(n) =
1

π

∫
2π

X(ω)eiωn (3.6)

In equation 3.5, it can be noted that the DTFT X(eiω) is a periodic function

with period 2π radians. Dividing the digital frequency in the interval (0, 2π) into

N points discretizes the digital frequency and yields the Discrete Fourier Transform

(DFT). DFT of x(n) is given by

X(ω)|ω=2π k

N

= X(k) =
N−1∑
n=0

x(n)e−i2πk n

N k = 0, . . . , N − 1 (3.7)
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where

x(n) =
1

N

N−1∑
k=0

X(k)ei2πk
n

N n = 0, . . . , N − 1 (3.8)

To obtain the value of the frequency from DTFT, we use the fundamental relation

between the digital frequency and analog frequency which is given by

ω = Ω∆ = 2πf∆, where ∆ is the sampling period. (3.9)

f =
ω

2π∆
(3.10)

In case of DFT where ω is discrete in nature, the frequencies are given by

ω = 2πfk∆, k = 0, . . . , N − 1

= 2π
k

N
= 2πfk∆ → fk =

k

N∆
, k = 0, . . . , N − 1 (3.11)

In our data visualization tool, the Fourier Transform module was built using the

fft module provided by numpy [42] to compute the DFT efficiently. The output of

the Fourier transform module returns the square of the absolute value ofX(ω)|ω=2π k

N

which corresponds to the power of the frequency at ω = 2π k
N
in the equation 3.7. To

convert ω = 2π k
N

into frequencies fk, the Fourier Transform module uses equation

3.11.

The graphical interface of our Fourier Transform Module shown in Figure 3.12

contains the following fields.

Input signal : The input signal for which the Fourier Transform should be

computed. More than one input signal can be selected.

Output file name : The name that should be assigned to the output returned

by the Fourier Transform Module. In our data visualization tool, the output file

name is the concatenation of the name of the input signal and the name assigned to

the ”output file name” chosen.

Window Length : This field is used for Short Time Fourier Transform which

will be explained in the next section. For computing Discrete Fourier transform 0

should be assigned to this field.

Frequency Range : The value of lower frequency and upper frequency should

be assigned to this field. The Fourier Transform module passes frequencies within

this range and rejects frequencies outside the range. When zero is assigned to

lower frequency and upper frequency, the Fourier Transform module outputs all the

frequencies and thus no frequency is rejected.

30



Sampling Frequency : Sampling frequency is the number of samples in the

input signal per second. This is equal to 1

∆
, where ∆ is the constant interval in

which the input signal is discretized.

Figure 3.12: The Fourier Transform Module

3.3.2 Short Time Fourier Transform

One of the main drawbacks of the Fourier transform is that it is not possible to

determine whether a signal includes a particular frequency at a particular point

in time. For example, Figure 3.13 contains 4 graphs where the plots on the left

represent the time domain signal and those on the right represent the spectrum of
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the signal. The plot on the top left side represents f(t) where

f(t) = sin(2π5t) + sin(2π20t) + sin(2π40t), for t = 0, 0.01, . . . , 10

and the plot on the bottom left side represents f1(t) where

f1(t) = sin(2π5t), for t = 0, 0.01, . . . , 3

f1(t) = sin(2π20t), for t = 3, 3.01, . . . , 7

f1(t) = sin(2π40t), for t = 7, 7.01, . . . , 10

Figure 3.13: f(x) and f1(x) and dft of both

Notice that the frequencies 5,20 and 40 exists for the whole interval of f(x) while

in the case of f1(x), frequencies 5,20 and 40 exists only for certain time intervals.

But when we consider the spectrum of both f(x) and f1(x) which are shown at the

right side of the figure 3.13 , they are very similar and it is not possible to determine

which frequencies occur for each time interval.

The Short Time Fourier transform (STFT) method divides the time domain

signal into small intervals of time, which are usually called as windows, and applies

Discrete Fourier Transform over each of these intervals. If the window length is

infinite, then the short time Fourier transform becomes Fourier transform.

The graphical interface to compute Short Time Fourier Transform is the same

as that used for the Fourier Transform Module ( see figure 3.12 ). In this case, the

user has to assign a value for the window length. This window is the size of the

intervals in which the time domain signal is divided and the DFT is computed for

each of these intervals.
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The STFT has also its disadvantages such as if the window is of finite length then

no longer perfect frequency resolution can be achieved. The narrower the window,

the better the time resolution and poorer the frequency resolution. The wider the

window, the better the frequency resolution and the poorer the time resolution. So,

short pulses in the input signal can be easily localized in time if the window is narrow

but the resolution of frequency would be poor. But when the window is wider, short

pulses cannot be localized in time, but the frequency resolution would be better.

3.3.3 Wavelet Transform

The wavelet analysis overcomes the shortcomings of Short Time Fourier Transform.

In continuous wavelet transform, a scalable window is shifted along the signal and

for each position of the window the wavelet transform is computed. The wider the

window the better is the frequency resolution and the narrower is the window the

better is the time resolution. The Fourier transform represents input signal in terms

of sine and cosines while the wavelet transform represents the input signal in terms

of shifted and scaled versions of the so called mother wavelet. Figure 3.14 shows

different kind of mother wavelets. A mother wavelet is selected based on the function

of characteristics of the input signal to be processed [26].

Formally, the continuous wavelet transform is defined as

CWT (τ, s) =
1√
s

∫
x(t)ψ∗(

t− τ

s
)dt (3.12)

where τ and s are the translation and scaling parameters. ψ(t) represents the

mother wavelet , ψ(t − τ) represents the mother wavelet shifted by τ units and

ψ( t−τ
s
) represents the mother wavelet scaled by a factor of s and shifted by τ units.

The translation parameter τ of CWT represents the amount of shift in the

wavelet and the scale parameter s represents the factor with which the wavelet

is scaled. The wavelet dilates for values s > 1 and compresses for values s < 1.

The higher the value of s, the more dilated is the wavelet. A dilated wavelet allows

the detection of slow signal changes, that is, low frequencies . On the other hand,

a compressed wavelet allows the detection of fast signal changes, that is, higher

frequencies. Figure 3.15 shows the shifting and scaling operation of CWT for the

input signal Y(t).

It is important to note that the CWT cannot be practically computed for all

values of τ and s. So CWT is computed for only certain values of s and τ which

we call discretization of CWT. However, there is another method to compute the

wavelet transform with a significant reduction in the computing time and it is called

discrete wavelet transform (DWT).

In DWT, the input signal is passed through a series of half band high pass filter to
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Figure 3.14: wavelets
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Figure 3.15: Scaling and Shifting operation of Continous Wavelet Transform
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analyze the high frequency components which are called details and passed through

a series of half band low pass filters to analyze the low frequency components which

are called approximations.

In Figure 3.16, an input signal of 1000 samples of bandwidth (0,Fs), where Fs

is the sampling frequency, is passed through a half band low pass filter and half

band high pass filter. The half band low pass filter generates an output signal

which spans half the frequency band (0,Fs

2
). The half band high pass filter generates

output signal which spans half the frequency band (Fs

2
,Fs). Since both the output

signals only have a bandwidth of Fs

2
, the sampling rate could be reduced to half

without any loss of information according to the Nyquist theorem. This could be

done by removing every other sample of the output signal and this is called the down

sampling operation. The down sampling operation reduces the time resolution as

the output signal is represented by half the number of samples and doubles the

frequency resolution since the bandwidth Fs

2
is now represented in half the number

of samples. The down sampling operation determines the scale parameter in the

Discrete Wavelet Transform and down sampling by 2 doubles the scale. cA in the

figure represents approximation coefficient and cD represents the detail coefficient.

This whole process is called decomposition process.

Figure 3.16: One stage filtering

The input signal can be broken down into many lower resolution components by

iterating the decomposition process, with successive approximations being decom-

posed in turn. This is called the wavelet decomposition tree. Figure 3.17 shows a

three-level wavelet decomposition tree and g(n) represents half band low pass filter

and h(n) represents half band high pass filter.

The decomposition can proceed only until the signal consist of a single sample.

For performing DWT, the input signal should be of length which is a multiple of 2n
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Figure 3.17: 3-level wavelet decomposition

where n is the number of levels. To make sure that input signal is a multiple of 2n,

the input signal could be padded with zeros.

In our data visualization tool, the Discrete Wavelet Transform module was built

using the pywavlet module [51]. The output of Discrete Wavelet transform module

returns the detail coefficients for all the levels until n and approximation coefficients

for the level n. For example, in the case of 3-level decomposition wavelet tree as

shown in the Figure 3.17, the output contains level 1, level 2 and level 3 coefficients.

Level 1 and level 2 contains only detail coefficients while level 3 contain both detail

and approximation coefficients.

The graphical interface of our Wavelet Transform Module is shown in Figure

3.18 and contains the following fields.

Input signal : The input signal for which the Wavelet Transform should be

computed. More than one input signal can be selected.

Output file name : The name that should be assigned to the output returned

by the Wavelet Transform Module. In our data visualization tool, the output file

name is the concatenation of the name of the input signal, the name assigned to

the output file name, the decomposition level and ”a” if the output signal is an

approximation or ”d” if the output signal is a detail .

Wavelet type : This field lists all the types of mother wavelets available in the

tool. Only one type of mother wavelet can be selected at a time.

Level : The maximum desired level of wavelet decomposition.

3.3.4 Statistical Module

In this module, basic statistics details such as mean, standard deviation can be

calculated for any desired interval of the sensor data. The analyst can create events

using the input module and compute statistics of the sensor data during these events

by choosing the option ”Event Selection” in the data selection module. Figure 3.19

shows the mean and standard deviation computed during the peak event.
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Figure 3.18: DWT Module
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Figure 3.19: Statistical Details computed for the Peak event
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Chapter 4

Experimentation: Methodology

and Results

In this chapter, we explain the set of experiments conducted to exemplify how our

data visualization tool can be used . Section 4.1 explains the tasks the participants

of the experiments were asked to do and, in section 4.2, the experimental setup,

which includes the sensors utilized, the environment, the interface and experiment

methodology are presented. Finally in section 4.3 , we show the results.

4.1 Task Selection

In the experiment, participants were asked to perform three tasks which include

playing the ”games” nback and tower of hanoi and watching a section of the video

lectures of CEDERJ. Studies [15, 29, 31] have shown that the tasks, nback and tower

of hanoi are used by researcher’s to classify the cognitive states of the user using the

Electroencephalogram (EEG) sensor.

nback

In the nback task, participants are presented a random sequence of stimuli in which

each stimuli is shown one at a time. The n in nback refers to the number of previous

stimuli the participant should remember to perform the matching task. For example,

in the case n=1, participants should respond whether or not the current stimuli is

the same as the previous one and in the case of n=2, participant should respond

whether or not the current stimuli is the same as what they saw two presentations

before. In order to perform the matching task, participants should always keep a

sequence of stimuli in their ”working memory and update it when the new stimuli

is presented. ”

The following sequence of characters, A B RB J C FCHKHK R, demonstrates
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the nback stimuli’s. In the case of n=2, the alphabets in bold indicate the matching

stimuli, that is, it is exactly equal to the stimuli presented 2 steps before. Stimuli

could be alphabets, numbers or spatial position. In the case of spatial position ,

instead of memorizing images, the participant should remember the position of the

stimuli and match it with the nth stimuli presented before.

Many studies have used the nback task to measure the user ”working memory”.

The term ”working memory” refers to the temporary storage and processing of nec-

essary information inside the brain for cognitive tasks such as learning and reasoning

[5]. Working memory involves storage of new information as well as processing of

new information. This makes working memory one of the major cognitive compo-

nent for learning, because when one learns, he has to store new information as well

as process them [4]. The works of [29, 31] used the nback test with electroencephalo-

gram to classify the user working memory.

We intend to use the nback test to exemplify that it is possible to extract evi-

dences from the sensors on working memory load using our data visualization tool.

It is evident from studies [29, 31] that user’s put more effort to do a matching task

in 3-back when compared to 2-back and 1-back.

Tower of Hanoi

In tower of hanoi, three rods are presented to the user in which the first rod contains

n discs arranged in descending order of decreasing disc size, smallest one at the top

and biggest one at the bottom. The objective of the user is to move this entire stack

to the third rod with the use of the second rod. However, user can move only one

disc at a time and no disk can be placed over a smaller disc. Figures 4.1 and 4.2

show the starting and ending configuration of the game.

Figure 4.1: Staring Configuration

The tower of hanoi can be solved using a specific algorithm. Minimum of 2n − 1

steps is required to move the entire n disks from the first rod to the third rod. For

people who do not know the algorithm, it is not easy to solve the puzzle and in case

of higher number of discs, it would seem even impossible to solve the puzzle. In

[15], participants played tower of hanoi for different values of n with an EEG sensor

attached to them. Their stress level was estimated for each value of n and it was
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Figure 4.2: Ending Configuration

noted that stress level were high for higher value of n when compared to the lower

value of n.

Video Lecture

In this task, a subject is presented through a video lecture from the CEDERJ com-

puter system course [17]. The CEDERJ computer system course is an undergraduate

distance learning program and covers a wide range of areas. The objective of the

user is to listen and understand the video lecture.

Each video lecture contains a pre-recorded video and associated slides synchro-

nized with the video. The lecture contains a list of topics, so that each student could

jump to any topic at any time. The student also has the option to pause or jump

forward the video lecture at any time. The average duration of a video lecture is 40

minutes.

4.2 Experimental Setup

4.2.1 Sensors Utilized

For conducting experiments we use four sensors. They are Emotiv’s neuroheadset,

Affectiva’s Qsensor, a normal video camera and an infrared camera. Neurosky’s

Mindband and Emotiv’s neuroheadset measures the brain activity of the participant

and Affectiva’s Qsensor measure the skin conductance of the user. Normal video

camera captures the facial video input of the user and infrared camera captures the

facial video input and tracks the user’s eye.

Q sensor

We use Affectiva’s Qsensor to record the EDA data. It contains 2 electrodes and is

attached around the wrist of the user as shown in the Figure 4.3. The electrodes

could also be placed either in the palm or fingers as shown in the Figure 4.4.

Qsensor measures skin conductance, skin temperature and hand acceleration

and transmits it via Bluetooth technology. The hand acceleration is measured by
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Figure 4.3: Q Sensor

Figure 4.4: Alternate Electrode Placement Locations

accelerometers that registers motion changes in three directions x, y and z . The

Qsensor can be configured to record data samples from 2 to 32 times per second.

In our experiment, electrodes from Qsensor were placed in the distal phalange

of the index and middle finger as shown in the Figure 4.4 instead of palm and wrist.

According to [7] reading EDA from distal phalanges is more sensitive to habituation

and has higher amplitudes when compared to other locations.

Emotiv

Emotiv’s Neuroheadset measures the brain activity, EEG, of the user and it comes

with 14 electrodes and 2 reference electrodes. The positioning point of these elec-

trodes are AF3, F7, F3, FC5, T7, P7, O1, O2, P8, T8, FC6, F4, F8, AF4 and they

are shown geographically in the Figure 4.5. The headset transmits raw EEG data

sampled at 128Hz from all the electrodes via Bluetooth technology to the computer.

Figure 4.5: Electrode placement positions
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Emotiv neuroheadset also provides additional information interpreted from the

EEG data which includes emotional states and cognitive-states such as engagement,

boredom, excitement, frustration and meditation. Figure 4.6 shows the Emotiv’s

neuroheadset.

Figure 4.6: Emotiv Neuroheadset

Normal video camera and Infrared video camera

A normal video camera, Logitech 920C, of resolution 1280x720 is used to record

the user’s facial video. With an infrared camera and IR LEDS, we create dark

pupil tracking illumination setup to visualize the pupil size and pupil movements of

the user. Infrared camera is developed from a normal webcam, Logitech 920C, by

placing a filter which stops visible light but allows infrared.

In the dark pupil tracking illumination setup, the eye is illuminated by IR light

at an angle from the IR LEDS located very close to infrared camera. The eye reflects

the illumination but the pupil absorbs IR light, so pupil appears to be much darker

than the iris in the video input from the infrared camera. Figure 4.7 shows the dark

pupil tracking illumination setup. This experimental set-up was built with a help

of the PhD student participant of this project.

Figure 4.7: Dark pupil tracking illumination setup

4.2.2 Experimental Environment

The experiments were performed in a conference room with controlled illumination

and all the experiments were realized using a LED monitor of resolution 1920*1280.
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The participants were positioned approximately 1 meter away from the monitor. The

participant’s were attached with Emotiv’s Neuroheadset and Affectiva’s Qsensor.

Normal video camera was positioned above the LED monitor and infrared camera

was placed near the base of the monitor pointing towards the upward direction.

The participant’s finger was cleaned well before placing the Qsensor electrodes and

all electrodes in the Emotiv’s Neuroheadset were hydrated using saline solution to

achieve good contact.

The experiments were conducted on a dedicated PC(i7 Quad core and 16GB

RAM) and all the data from the sensors were recorded in the same PC. The software

Mindland Reader, developed by my colleague who is a part of this project, was used

to callibrate all the sensors before the experiment and once the experiment was

started, the software records all the data from the sensor in the computer disk.

The Mindland Reader enables the experimenter to visualize the video data from

normal and infrared web camera before the experiment. This enables the experi-

menter to position the normal and infrared webcam in such a way that maximum

area of facial feed input is captured. In the case of Emotiv Neuroheadset, the Mind-

land Reader shows all the electrode locations in the screen and signals green, yellow,

orange, red or black on each of those electrode locations. Green signal indicates that

high quality of signal is captured from the electrode. Yellow and orange indicate

good and fair quality while red and back indicate bad and very poor quality of signal

is captured. This enables the experimenter to position the user’s headset in such a

way that Mindreader signals are green in all the electrode locations. In the case of

Qsensor, Mindland Reader signals green if it receives the data from Qsensor.

The Mindland Reader records all the data from the sensor with a time stamp

attached to it. Video frames are encoded using libx264 format and a timestamp

for each frame of the video is provided in a different file. The data from Emotiv’s

neuroheadset and Affectiva’s Qsensor are stored in binary format. In addition,

Mindland Reader provides an option of continuously recording the screenshot of the

desktop when the user starts performing the experiment. After the experiment, our

data visualization tool is used to show all the data synchronized from the sensors.

4.2.3 The Interface

Two websites were built and hosted in the server http://land.ufrj.br where the

participants performed all the tests. The websites were designed using HTML5,

javascipt, svg and css. The websites consist of tasks such as nback, tower of hanoi,

cederj video lecture and a calibration test. The websites were designed in such a

way that it provides instructions to the participant on how to perform a task and

collects feedback about their level of difficulty and interest after the task is finished.
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(a) Center (b) Topmost right corner

Figure 4.8: Baseline recording test

In addition, the website also records all the user interactions with the website.

There are two types of experiments called A and B and partici-

pants performs either experiment A or experiment B or both the experi-

ments. A participant performs the experiment of type A in the website

http://land.ufrj.br/~thothadri/mindland.html. Experiment A consists of cal-

ibration test, nback test and tower of hanoi test . The calibration and the nback test

were implemented by us while the tower of hanoi implementation was an adaptation

of the source code in the site [22].

A participant performs the experiment of type B in the website

http://land.ufrj.br/~thothadri/cederj.html.In the experiment B, the task

consists of a calibration test and a video lecture. The calibration test was im-

plemented by us while the video lecture was took from the CEDERJ website and

placed in our website.

Participants perform the Experiment A in the following order. A calibration test,

play nback, calibration test and play tower of hanoi . In the website, the change

of one type of task to another type is completely automatic and the participant is

alerted before every change. The website also instructs the participant the details

of how to perform the task before the start of the experiment.

In the calibration task, a black cross is displayed in the center of the screen. The

black cross remains in the center for one minute and moves to all the corners and

stay in each corner for 10 seconds as shown in the Figure 4.8.

In the nback task, the stimuli is a green colored box randomly displayed in one of

the eight white colored boxes around the center box as shown in the Figure 4.9. The

nback task contains a start game and Click me button.The start game button should

be clicked to start the game and the clickme button should be clicked to perform

the matching task. The stimuli is matched when the current stimuli presented is

the same as the nth stimuli before.

The nback task contains 30 stimulis which are selected at random and displayed

one at a time. The interval between two consecutive stimulis is 4 seconds. The green

colored box appears during one second and is replaced by a white color box for the

next 3 seconds. Then, a new green colored box appears again during one second
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Figure 4.9: nback test

and the process starts again.

Since the duration between two consecutive stimulis is 4 seconds, the total time

required for this task is 2 minutes. We designed the task based on the work done in

[29]. For any value of n in nback we made sure that out of 30 random stimulis , 8

or 9 stimulis matched.

Figure 4.10 shows an example of the nback task where n=2 and contains a

sequence of 7 stimulis. For n=2, the participant has to see if the present stimuli

matches with the stimuli displayed two presentations before. In this example, the

matched stimulis are the third and seventh stimuli which are highlighted by a red

border. So the participant always has to remember the previous two stimulis.

Figure 4.10: nback Sequences

In the Experiment B, the participant first make the calibration test which is the

same as that in Experiment A. Then, participants watch a video lecture from the

CEDERJ computer science course on Distance Vector Routing Protocol instructed

by Professor Rosa Maria Meri Leão. The duration of the lecture is 42 minutes, but

the participant is asked to watch only part of the lecture until the topic ”Example of

Distance Vector Algorithm ”. This part of the lecture has a duration of 17 minutes.

Figure 4.11 presents the screenshot of the video lecture.

4.2.4 Methodology

Ten male students aged between 20 and 30 participated in the Experiment A and

three in Experiment B. All the participants were from the Federal University of Rio
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Figure 4.11: Video Lecture

de Janeiro, Brazil. Before they started the experiment they were informed about

the details of the tasks and its duration. After the participant informed that the

instructions were clear, he is taken to the experiment room and the sensors were

placed on him. Using Mindland Reader software, all the data from the sensor were

tested and made sure that high quality data is received in the PC. Figure 4.12 shows

a participant immediately before the experiment.

Figure 4.12: Participant immediately before the experiment

The participants were advised to start when they felt they were ready and com-

fortable. Once the participant has started the experiment , Experimenter leaves the

room and makes sure that no one else enters the room to avoid any distractions. As

explained in the previous section, all the tasks were performed in the website [23].

The participants were advised to read all the instructions provided in the website

carefully.

In the case of Experiment A, the duration of the whole experiment is around

17-20 minutes. The experiment started with a two minute baseline recording where

the participant was instructed to remain relaxed and follow the black cross displayed
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in the screen as shown in the Figure 4.8. During the first one minute, the black cross

remains stationary in the middle of the screen and in the next one minute the cross

starts moving towards all the corners and stays in each corner for 10 seconds as

shown in the Figure 4.8.

After finishing the baseline test, the participant takes the nback task for three

different values of n (1,2 and 3) and the duration of each task is two minutes leading

to a total of 6 minutes. The user response time for every matching task is recorded.

The feedback given by each participant on the test’s difficulty level and interesting

level is collected after every test.

Once the participant completes the nback session, he again does the baseline test

for 30 seconds in which he looks at the stationary black cross in the middle of the

screen and relaxes. After the second baseline test, the participant plays the game,

tower of hanoi, for the next 8 minutes. The participant starts from 4 discs and on

successful completion, the participant’s feedback on the test’s difficulty level and his

level of interesting is collected and they move to next level, n=n+1, where n is the

number of discs.

In Experiment B, the maximum duration of the whole experiment is 30 minutes.

The calibration phase is the same as that of Experiment A. Once the calibration

phase is over, the participant starts watching the video lecture on Distance Vector

Routing Protocol till the topic Example of distance vector algorithm. The partici-

pant is instructed that he is allowed to pause, advance forward or backward during

the lecture. After 30 minutes, Experiment B is automatically terminated and the

participant is requested to submit a feedback on the level of difficulty, understanding

and attention experienced during the video lecture.

After the completion of Experiment A and Experiment B, the participant is

alerted by the web page that the experiment is over and he leaves the room and

informs that the experiment is over. Then, the experimenter enters the room, stops

the Mindland Reader and removes all the sensors from the participant.

4.3 Results

In this section, we exemplify how our data visualization tool could be used to help

analyzing the data collected from the experiments in order to gain insights that can

help building an automated tutoring system. We chose data from two experiments

of type A and one experiment of type B for this purpose.

All the experiment data was collected using the software Mindland reader devel-

oped in our Laboratory. Mindland reader record the videos in .h264 format, time

stamps of the video frames in a column based text file and data from EEG and EDA

in the binary format. A script was created to convert this data into a format in ac-
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cordance with our data visualization tool. Videos are converted into .mp4 file and

the key frame interval in the video is set to 10 frames. Sensor data from EEG and

EDA are converted into a column based text file where the first column represent

the time stamp and the other columns represents the information provided by the

sensor with respect to the time stamp.

Once the data sets are converted into the desired format, the tool allows the

analyst to visualize the data of his choice. The analyst can plot any data from

the sensors EEG and EDA and display any number of recorded videos. The data

visualization tool synchronizes both the video and the data. A vertical line displayed

in each data plot marks the specific time instant wiht respect to the video shown.

The data visualization tool can also process the data from the sensors using signal

processing techniques.

4.3.1 EEG analysis using the data visualization tool

The recorded data from the Emotiv’s Neuroheadset includes raw EEG data from

the electrodes AF3, F7, F3, FC5, T7, P7, O1, O2, P8, T8, FC6, F4, F8, AF4 and

the speed of head movements in x and y axis. Any of these data can be chosen and

plotted in the tool as shown in the Figure 4.13. As shown in the figure, the tool

contains 4 windows (window1, window2, window3, window4) where the analyst can

plot the data.

In windows 1 and 2, the data selected by the user is plotted in the same graph

while in windows 3 and 4, the data selected is plotted in separate graphs. Hence, in

window 1 or 2, the data plots can be easily contrasted, while in window 3 or 4 the

plots can be individually studied.

In Figure 4.13, the raw EEG data from the electrodes P8 and P7 are plotted

in window 1, the head acceleration parameters Gyro x and Gyro Y are plotted in

window 2, the raw EEG data from the electrodes O1 and O2 are plotted in window

3, and in window 4 the raw EEG data from the electrodes F7, F3 and F4 are plotted.

Once the data is plotted, the tool can help the analyst to search (visually) for

any related patterns from the raw EEG data, facial expression and the task the

studet was performing. This is done by selecting and playing the recorded video of

the subject’s facial expression and the recorded video of the screen shot of the task

synchronized with the black vertical line over the plotted data as shown in Figure

4.13. In all the experiments conducted in our work, only simple expressions like eye

blinking and head movements on EEG data were studied.

Eye blinking and head movements produce short pulses of high amplitude in

the raw EEG data. Due to eye blink, a short pulse consistently appeared in the

raw EEG data for the channel F3, while for the other channels the appearance of
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Figure 4.13: EEG plot

short pulse was not consistent. Figure 4.14 shows exactly the instant in the video

where the the student blinks his eye and the corresponding peak in EEG data plot

of channel F3.

Figure 4.14: Eye Blink and EEG Correlation

The short pulses in the raw EEG data due to eye blinks are artifacts and are

indicated using arrows in Figure 4.14. They distort the real EEG raw signal and

contaminate the raw EEG data. In order to reduce the effects of this artifact a

butter worth filter provided in the tool can be used. A butter worth filter is a band

pass filter which passes only a band of frequencies specified by the analyst. To

remove the effect of artifacts, a butter filter of order four which passes frequencies

in the range (2Hz,30Hz) is used. The plot labeled ”butter F3” shown in the Figure

4.14 shows that the specified butter worth filter has partially eliminated the blink

contamination in the raw EEG data. Most of the peaks that appear in plot labeled

”F3” do not appear in the filtered data.

Several studies [4, 27, 34] have shown that the sub-band frequencies in the EEG

data are related to cognitive states and emotional states. Recognizing and analyzing

visually these cognitive states is a difficult task. Our data visualization tool provides

an application to decompose EEG data into frequency sub-bands by applying Fourier

51



Transform, Short Time Fourier Transform or Discrete Wavelet Transform.

In Figure 4.15, we show the interface to specify the parameters to generate

frequency sub-bands from the raw signal. The window length is set to 1 and sampling

frequency is set to 128 because Emotiv samples EEG signal every 1

128

th
second. Short

Time Fourier Transform is computed with these parameters. To obtain the theta

rhythm (4-8Hz) from the raw EEG signal the frequency range is set between 4 and

8. Figure 4.16 shows both alpha and theta computed for different window lengths

1 and 2. The time axis is the horizontal axis and the y axis is the average of the

sum of power of frequencies between the allocated frequency range. After plotting,

varaitions of alpha and theta and some facial expressions in the video can be observed

and compared.

Figure 4.15: Interface to compute the Short Time Fourier Transfrom for Theta

4.3.2 EDA analysis using the data visualization tool

The recorded data from the QSensor includes EDA (skin conductance), battery

strength of the device , the temperature of the ambient and the hand movement in

x,y and z axis. All the data are sampled at 8Hz. Figure 4.17 shows a plot of all the

data recorded from the Qsensor.

The EDA data generally consists of two types of components. One component is

the general tonic level EDA which relates to slower acting components and the other

component is the phasic component which refers to the faster changing elements of

the signal. The phasic component occurs in EDA when the subject is physiologically

aroused due to external or internal stimuli [8].
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Figure 4.16: Short Time Fourier Transform of EEG signals

Figure 4.17: Data from Qsensor
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Figure 4.18 displays the video of the recorded face, the video of the screenshot of

the experiment, the plot of the skin conductance(EDA), the plot of discrete wavelet

trasform of skin conductance and the plot describing the hand acceleration in the 3

axis. Using the data visualization tool, the initial point of the most of the phasic

components of the EDA signal could be detected by using the wavelet daubechies 8

and applying discrete wavelet transform of level 5. Some of the phasic components

are indicated by an arrow in the window 1. The data from the detail coefficient

of level 5 of discrete wavelet transform has pulses at the point where the phasic

component exactly starts as shown by an arrow in window 3. The discrete wavelet

transform of EDA data could be used as an indicator to automatically identify the

starting point of the phasic component of the EDA data. After saving this data

to the disk, a threshold can be applied to understand where exactly the phasic

component starts since the duration of the pulses are very short. The same method

cannot be applied directly to the EDA data because estimating a threshold value of

EDA is not easy and could result into many false positives or many peaks would be

missed.

Figure 4.18: EDA analysis

By displaying the video of the screen shot data synchronized with the EDA data,

it was observed that the majority of phasic components occurred when there was a

change in the task. In the experiment of type A, experimenter does baseline test,

play nback level 1, play nback level 2, play nback level 3, repeat the baseline test

and play tower of hanoi.

Figure 4.19 indicates the starting point of each task and the associated phasic

component. It is natural to suppose that a phasic component occurred due to the

hand movement. However, by observing the plot of hand acceleration in window 4

we could visualize that the phasic components were not a result of hand movement.
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Figure 4.19: The phasic components due to the result in the change of task

4.3.3 Event Based Analysis

Our data visualization tool enables the analyst to create ”events”(selected points

in time) to observe the data collected from the experiment during selected time

intervals. For example, in the experiment of type B where the subject performs a

baseline test and watch a video lecture, event based analysis can be performed to

understand changes in the data patterns of the EEG and EDA sensor between the

baseline test and the video lecture. Figure 4.20 shows the graphical user interface

for creating an event.

Figure 4.20: GUI for creating an event

Events are created by moving the slide bar below the start time and the end time

as shown in the Figure 4.20. By moving these slide bars, with respect to its position,

the displayed videos are seeked and a black vertical line is plotted on all the graphs .

In experiment B, in order to create an event which spans only the baseline test, the

video which displays the screen shot of the task performed is required. By seeking
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the video using the slide bar, the starting point and the ending point of the baseline

event is identified.

The next step is to compute the basic statistics for some selected data from the

sensors. Figure 4.21 shows the interface to select the data from the sensors. The

Event Selection field in the figure is a drop down button and when clicked displays

all the events created. By default, an event named ”complete” is inbuilt which spans

the whole time interval. By selecting one of the events for a particular data, the

basic statistics of the data are computed and presented to the user. In this figure, for

the baseline event of EDA data, values of its mean, standard deviation , maximum

and minimum are presented to the analyst.

Figure 4.21: Baseline event of the experiment type B

Similarly, an event can be defined to analyze the data for a given slide containing,

for example, an equation. Figure 4.22 shows the basic statistical details presented for

the event equation in slide 3, where the lecturer presents the Bellman-Ford equation.

Figure 4.22: EDA

To analyze the experiment of type A, 3 events were created where each event

includes the subject playing nback level 1 , level 2 and level 3. The raw EEG data
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of channel F3 was decomposed into 4-8 Hz theta signal using the Fourier Transform

Module. The average, standard deviation, minimum and maximum values of theta

were observed for each of the events and for most of the experiments the average

value of theta increased with the level of nback. Figures 4.23, 4.24, and 4.25 show

the data selection module highlighting the basic statistics computed for theta for

nback 1, 2 and 3. It is noted that for most of the conducted experiments as the

level of nback increases the value of theta increases in frontal lobe F3 and this is

in accordance with the papers published by Antonenko and David Grimes [4, 29].

However, in this work we are just trying to show that such kind of analysis could

be done.

Figure 4.23: Theta statistics for nback 1

Figure 4.24: Theta statistics for nback 2

Once the data visualization tool is signaled to close, all the data in the data

selection module is saved in a file output.dat in json format [14] where data is stored
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Figure 4.25: Theta statistics for nback 3

in an unordered, comma-separated collection of key:value pairs enclosed in curly

braces, with the ’:’ character separating the key and the value. Figure 4.26 shows

an example of the output file for the EDA data during the events complete and

equation in slide 3.

Figure 4.26: Output data
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Chapter 5

Conclusion and Future Work

In this work, our objective was to build a tool to assist the on going work in our

Laboratory on Intelligent Tutoring Systems to build a predictive model for user

emotions as they watch the online tutoring systems. Non-intrusive sensors such as

Electroencephalogram (EEG), Electro-dermal Activity Meter (EDA), normal web-

cam and infra-red webcam were used as inputs to detect user emotions in the future.

The tool built visualizes and analyzes data from multiple sources of type video, time

series data and event-related data. The tool provides the analyst the flexibility to

choose from any desired data collected from multiple sources, synchronized and

displayed simultaneously in the same interface.

A web interface was designed in which the participants either watch the CEDERJ

video lecture or play games such as nback and tower of hanoi with the sensors (EEG,

EDA, normal webcam and infra-red webcam) attached to them. The games nback

and tower of hanoi were implemented in order to provide an initial assessment of

the sensor data. Mindland reader was used to record the data from all the sensors

when the subject is performing an experiment. Mindland reader also captures the

video screenshot when the subject performs the experiment.

After the experiment, the data recorded from the sensors is visualized and ana-

lyzed in our tool. The output from either the EEG or the EDA sensor is displayed

as a time series and the output from a regular webcam, the infra-red webcam and

screenshots are displayed as videos. The tool synchronizes all the videos frame

by frame and a black vertical line slides through the plotted graph indicating the

position of the video with respect to the plotted data.

In addition to visualization, the tool can analyze the data from the sensors

using signal processing techniques such as Fourier transform, Short Time Fourier

Transform, Butter worth filter and Wavelet Transform . The resulting data can be

plotted again and be visualized synchronized with any of other sensor data. The

tool also enables the analyst to create events to observe the data collected from the

experiment during selected time intervals. Basic statistics such as mean, variance,
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minimum and maximum values of the sensor data are presented to the user for

any desired intervals. These features provide an environment for the analyst to

study all the data together or individually in one interface and to help identifying

important trends in the data, removing the noise from the data and identifying

possible correlation among data from different sources.

In the future, the tool will be used as a first aid for data analysis from sensors

to help the analyst in the task to build reliable models to predict user’s emotional

and cognitive states accurately. Our tool should support further development to

achieve the ultimate goal of our Lab’s project, supported by GOOGLE, in which

an intelligent distance learning system will be built for the computer system course

offered by CEDERJ. As such the video lectures should be able to adapt according to

the student cognitive state and enhance the student’s learning experience. Our tool

should support continuing enhancements, for instance to incorporate other signal

processing techniques, statistical techniques and machine learning algorithms in the

data visualization tool.

60



Bibliography

[1] Affectiva. Affectiva q solutions white paper. Technical report, Affectiva.

[2] Pierre-Emmanuel Aguera, Karim Jerbi, Anne Caclin, and Olivier Bertrand.

Elan: a software package for analysis and visualization of meg, eeg, and

lfp signals. Computational intelligence and neuroscience, 2011:5, 2011.

[3] Sidney K. D’Mello ands Scotty D. Craig, Jeremiah Sullins, and Arthur C.

Graesser. Predicting affective states expressed through an emote-aloud

procedure from autotutor’s mixed-initiative dialogue. I. J. Artificial In-

telligence in Education, 16(1):3–28, 2006.

[4] Pavlo Antonenko and Grabner. Using electroencephalography to measure cog-

nitive load. In Education Psychology Review, volume 22, pages 425–438,

2010.

[5] Alan Baddeley. Working memory. Science, 255(5044):556–559, 1992.

[6] Yan BODAIN and Jean-Marc ROBERT. Investigating distance learning on the

internet. In Inet, 2000.

[7] Wolfram Boucsein. Electrodermal activity. Springer, 2012.

[8] Jason Braithwaite, Derrick Watson, Robert Jones, and Mickey Rowe. A guide

for analysing electrodermal activity (eda) and skin conductance responses

(scrs) for psychological experiments. Technical report, SAAL, University

of Birmingham, 2013.

[9] Tom Caswell, Shelley Henson, Marion Jensen, and David Wiley. Open educa-

tional resources: Enabling universal education. 9:207–282, 2008.

[10] CEDERJ. Cederj videolectures for computer science course.

http://www.cederj.edu.br/videoaulas.

[11] CEDERJ. www.cederj.edu.br. website.

61

http://www.cederj.edu.br/videoaulas


[12] David G. Cooper, Ivon Arroyo, Beverly Park Woolf, Kasia Muldner, Winslow

Burleson, and Robert Christopherson. Sensors model student self concept

in the classroom. In Proceedings of the 17th International Conference on

UserModeling, Adaptation, and Personalization: formerly UM and AH,

pages 30–41, 2009.

[13] R. Cowie, E. Douglas-Cowie, N. Tsapatsoulis, G. Votsis, S. Kollias, W. Fellenz,

and J.G. Taylor. Emotion recognition in human-computer interaction.

Signal Processing Magazine, IEEE, 18(1):32–80, 2001.

[14] Douglas Crockford. The application/json media type for javascript object no-

tation (json). 2006.

[15] Katie Crowley, Aidan Sliney, Ian Pitt, and Dave Murphy. Evaluating a brain-

computer interface to categorise human emotional response. In Advanced

Learning Technologies (ICALT), 2010 IEEE 10th International Confer-

ence on, pages 276–278. Ieee, 2010.

[16] Goleman D. Emotional Intelligence. Bantam Books, 1995.

[17] Edmundo de Souza, Rosa MM Leao, Anna D Santos, Jorge Allyson Azevedo,

and Bernardo C Machado Netto. Multimedia supporting tools for the

cederj distance learning initiative applied to the computer systems course.

In Proc. 22nd ICDE World Conference on Distance Education, pages 01–

11, 2006.

[18] Arnaud Delorme and Scott Makeig. Eeglab: an open source toolbox for analysis

of single-trial eeg dynamics including independent component analysis.

Journal of neuroscience methods, 134(1):9–21, 2004.

[19] Sidney D’Mello and Art Graesser. Modeling cognitive-affective dynamics with

hidden markov models. 2010.

[20] Sidney K. D’Mello, Rosalind W. Picard, and Arthur C. Graesser. Toward an

affect-sensitive autotutor. IEEE Intelligent Systems, 22(4):53–61, 2007.

[21] Toby Dragon, Ivon Arroyo, Beverly Park Woolf, Winslow Burleson, Rana El

Kaliouby, and Hoda Eydgahi. Viewing student affect and learning through

classroom observation and physical sensors. In Intelligent Tutoring Sys-

tems, pages 29–39, 2008.

[22] dynamicdrive. http://www.dynamicdrive.com/dynamicindex12/hanoi.htm.

website.

62



[23] Thothadri Rajesh e Gaspare Bruno. www.land.ufrj.br/ thothadri/mindland.html.

website.

[24] Cognitive fun. http://cognitivefun.net/test/4. website.

[25] Robert M Gagne. The conditions of learning. 2012.

[26] AW Galli, GT Heydt, and PF Ribeiro. Exploring the power of wavelet analysis.

Computer Applications in Power, IEEE, 9(4):37–41, 1996.

[27] Alan Gevins and Michael E Smith. Neurophysiological measures of working

memory and individual differences in cognitive ability and cognitive style.

Cerebral Cortex, 10(9):829–839, 2000.

[28] Alan Gevins, Michael E Smith, Linda McEvoy, and Daphne Yu. High-resolution

eeg mapping of cortical activation related to working memory: effects of

task difficulty, type of processing, and practice. Cerebral Cortex, 7(4):374–

385, 1997.

[29] David Grimes, Desney S Tan, Scott E Hudson, Pradeep Shenoy, and Rajesh PN

Rao. Feasibility and pragmatics of classifying working memory load with

an electroencephalograph. In Proceedings of the SIGCHI Conference on

Human Factors in Computing Systems, pages 835–844. ACM, 2008.

[30] BERT HOEKS and WILLEM J. M. LEVELT. Pupillary dilation as a measure

of attention:a quantitative system analysis. Behavior Research Methods,

Instruments, and Computers, 25(1):16–26, 1993.

[31] Claudio Imperatori, Benedetto Farina, Riccardo Brunetti, Valentina Gnoni,

Elisa Testani, Maria I Quintiliani, Claudia Del Gatto, Allegra Indraccolo,

Anna Contardi, Anna M Speranza, et al. Modifications of eeg power

spectra in mesial temporal lobe during n-back tasks of increasing difficulty.

a sloreta study. Frontiers in human neuroscience, 7, 2013.

[32] Tzyy-Ping Jung, Scott Makeig, Colin Humphries, Te-Won Lee, Martin J. McK-

eown, Vicente Iragui, and Terrence J. Sejnowski. Removing electroen-

cephalographic artifacts by blind source separation. Psychophysiology,

37(2):163–178, 2000.

[33] Rana El Kaliouby and Peter Robinson. Mind reading machines: automated

inference of cognitive mental states from video. In SMC (1), pages 682–

688, 2004.

[34] W. Klimesch, H. Schimke, and G. Pfurtscheller. Alpha frequency, cognitive

load and memory performance. Brain Topography, 5(3):241–251, 1993.

63



[35] Wolfgang Klimesch. Eeg alpha and theta oscillations reflect cognitive and

memory performance: a review and analysis. Brain research reviews,

29(2):169–195, 1999.

[36] Barry Kort, Rob Reilly, and Rosalind W. Picard. An affective model of interplay

between emotions and learning: Reengineering educational pedagogy -

building a learning companion. In ICALT, pages 43–48, 2001.

[37] Yandong Li, Zhongwei Ma, Wenkai Lu, and Yanda Li. Automatic removal

of the eye blink artifact from eeg using an ica-based template matching

approach. Physiological measurement, 27(4):425, 2006.

[38] Marshall and Sandra P. Identifying cognitive state from eye metrics. In

Aerospace Medical Association, pages 165–175, 2007.

[39] Daniel McDuff, Rana El Kaliouby, Karim Kassam, and Rosalind Picard.

Acume: A new visualization tool for understanding facial expression

and gesture data. In Automatic Face & Gesture Recognition and Work-

shops (FG 2011), 2011 IEEE International Conference on, pages 591–596.

IEEE, 2011.

[40] Scott F. Midkiff and Luiz A. DaSilva. Leveraging the web for synchronous

versus asynchronous distance learning. In ICEE, 2000.

[41] Neurosky. Brain wave signal of neurosky. Technical report, Neurosky, December

2009.

[42] Travis E Oliphant. A Guide to NumPy, volume 1. Trelgol Publishing USA,

2006.

[43] Ekman P and W Friesen. The facial action coding system: A technique for the

measurment of facial movement. press, 1978.

[44] Ming-Zher Poh, Nicholas C. Swenson, and Rosalind W. Picard. A wearable

sensor for unobtrusive, long-term assessment of electrodermal activity.

IEEE Trans. Biomed. Engineering, 57(5):1243–1252, 2010.

[45] RNP. Rede nacional de ensino e pesquisa. https://www.rnp.br/en/.

[46] Jennifer Robinson, Scott McQuiggan, and Jean-Marc ROBERT. Evaluating the

consequences of affective feedback in intelligent tutoring systems. 2009.

[47] Jose Renato Santos and Richard Muntz. Performance analysis of the rio mul-

timedia storage system with heterogeneous disk configurations. In Pro-

ceedings of the sixth ACM international conference on Multimedia, pages

303–308. ACM, 1998.

64

https://www.rnp.br/en/


[48] Richard Snow, Corno L, and Jackson D. Individual differences in affective

and conative functions. D. C. Berliner and R. C. Calfee, Handbook of

educational psychology, 1996.

[49] Marshal D Sundberg. Assesing student learning. In American Society for Cell

Biology, 2002.

[50] techcrunch. your online ivy coursera now hosts 200 courses from 33 schools and

reaches 1-3m students. website. Coursera,2012.

[51] Filip Wasilewski. http://pywavelets.readthedocs.org. website.

65


