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## Chapter 1

## Introduction

3D scanning is a technology that produces a point cloud with geometric information that describes the scanned object. Other information can be extracted as well, such as colors and normals. Advances in this technology have made possible the acquisition of large-scale objects like buildings and environments. It is widely used in the entertainment industry and in applications like industrial design, reverse engineering, and the documentation of cultural heritage sites.

Because the data acquired from scanning comes in the form of point clouds, no connectivity information is present. A process of surface reconstruction can be applied to generate such connectivity information, producing a 3D model, for example a polygonal mesh or NURBS surface model. This model can then be visualized using traditional rendering methods.

The point cloud can also be rendered directly. There are many reasons why we might want to work with the point cloud directly. Point clouds are simple; they can have as little information as just a set of coordinates for each vertex. This is good because datasets acquired from 3D scanning are often already quite large. Performing surface reconstruction on these datasets can be a time-consuming process, and producing a good reconstruction is challenging. It may not even be possible to perform a reconstruction, such as in the case that an immediate visualization of the data is required. An example of such a situation is when the data, such as from a dynamic scene, is being streamed to a different machine that will be doing the rendering. If we can render a good approximation of the surface defined by the vertices of the point cloud, we eschew the need for an explicit reconstruction.

Point clouds obtained from scanning can have noise from the scanning process, inaccuracies inherent to the scanning equipment, and their sheer size can be a problem, too. Because of these challenges, and because of their simplicity and usefulness, point cloud rendering is a research topic that has received a good deal of attention. Many methods, while not explicitly reconstructing the surface, still require preprocessing steps for calculating density-per-point, inserting or removing points from
the cloud, or determining a function that implicitly defines the surface.
In this work, we propose a method for visualizing a point cloud directly on the GPU. We project the point cloud, perform searches using the Jump Flooding algorithm to find layers and closest neighbors, and then use this information to render an approximation of the surface. The searches are performed in image space, meaning that it scales well with the size of the dataset and the rendering resolution. Our method does not require any density information, like radius-per-point, to work; in fact, it needs no pre-processing at all, nor extra information besides positions and normals. There are other methods that can also operate on this little information; we discuss some of them in Section 2.2. However, those methods tend to run into problems when it comes to varying and complex densities, whereas our method can work with both low and high density clouds, and cases where we have both at the same time.

This dissertation is structured as follows. Chapter 2 gives an overview of works related to ours or to the domain of point cloud rendering. Chapter 3 takes a close look at the technique we use to propagate information on the GPU. Chapter 4 begins by giving a high-level look at the method, then goes into the details of each step. Chapter 5 presents and discusses the results we achieved and implementation details. Chapter 6 summarizes the method and its advantages and disadvantages while Chapter 7 wraps up with possible directions for future works.

## Chapter 2

## Related Works

In this chapter we will go over related works.
Rong and Tan discuss using the Jump Flooding algorithm (JFA) as a communication pattern for the GPU. They apply the JFA to Voronoi diagrams and distance transform [1] [2], and image-based soft shadows [3], showing that it propagates information in constant time to the number of seeds. This technique is useful for us because of its efficiency in finding closest neighbors, and is explained more detail in Chapter 3 .

### 2.1 Surface Reconstruction

There are a variety of works related to point cloud rendering that focus on reconstructing the surface represented by the cloud.

Carr et al. [4] use polyharmonic Radial Basis Functions (RBFs) to perform their reconstruction. They propose that the implicit representation of surfaces with RBFs simplifies the problems of smoothing and remeshing a noisy surface, as interpolation and extrapolation are inherent in the functional representation of the RBF. They fit an RBF to the cloud's data; the RBF's zero set is then the implicit surface.

Ohtake et al. [5] introduce a new surface representation called Sparse Lowdegree IMplicits (SLIM) consisting of a sparse multi-scale set of nonconforming surface primitives. The SLIM representation consists of a sparse and hierarchical set of surfels, where each surfel is a triplet containing the center of a ball, the radius of the ball, and a function that delivers a local surface approximation inside the ball. Quadratic and cubic polynomials are used for the local approximations in the interest of speed. The local approximations are blended along view rays for rendering.

Kazhdan et al. [6] propose casting the surface reconstruction problem as a spatial Poisson problem. The main insight they point out is the relationship between oriented points from the surface of the model and the indicator function of the model,
where the oriented points can be viewed as gradients of the model's indicator function.

The method of Mullen et al. 77 performs a reconstruction from a raw pointset. The first step of their pipeline calculates an unsigned distance function. In the second step, they compute a global, stochastic sign estimation of the distance, from which they get sign guesses for the unsigned distances. The last step smooths the second step's estimate to compute the signed distance through a linear solve, reconstructing a smooth, closed surface.

Hoppe et al. [8] present an algorithm that produces a representation of a surface given a raw dataset of points. The first stage of their algorithm defines a function that gives the signed geometric distance between a point in the region near the data to the surface being reconstructed. The zero set of this function is their estimate for the surface, and in the second stage it is approximated by a simplicial surface using a contouring algorithm. To create the signed distance function, they estimate tangent planes for each data point using a local point neighborhood.

### 2.2 Point-Based Rendering

There are many works that use splats for rendering point clouds. In this section we will go over the ones most closely related to our own work.

Kawata and Kanai [9] present a GPU-based approach that takes as input a point cloud with positional information. They dynamically determine the resolution of the image buffer that they will project the points into using the resolution of the point set. For this, they require a pre-processing step where they build a $k$-neighbor graph to determine the distance from each point to its closest neighbor. This results in the image buffer either being equal in size or smaller than the frame buffer. In the first pass, they project the points and store the point closest to the view position in each pixel. In the second pass, they project the points again, selecting for each pixel one point that is the farthest from the point selected in the first pass but still within a certain distance $\gamma$. A third pass looks at the two selected points for each pixel and saves their average in another buffer, for use as the splat position in the rendering. They calculate normals in the fourth pass by solving linear equations that use the two selected points of each pixel's $3 x 3$ neighborhood. They do not store the normal, but instead immediately use it to apply shading to the color and save that instead. In the fifth pass, they use this color and the average point from the third pass to render splats, magnifying the image buffers because they are smaller than the frame buffer. However, their work requires a pre-processing step for the point selection process where a graph must be constructed, which is a non-negligible cost for large datasets. Further, their use of 3 x 3 neighborhoods makes their method dependent
on high density; in the case that a point cloud is sparse, either by nature or because the user has zoomed in, it will not operate as well.

Diankov and Bajcsy [10] tackle the problem of rendering noisy point clouds from stereo algorithms with a multi-pass method they call Adapative Point Splatting (APS), which is based on Elliptical Weighted Average Splatting. The point cloud is first rendered to a small render target. Outliers are removed and a mask is created. To preserve edges and not incorrectly fill gaps, pixels are only set in the mask if there are enough pixels around it. Pixels not set will not be changed in later iterations. This operation is performed several times to fill larger holes. They then perform visibility, accumulation, and normalization passes 3-5 times on the pixels set in the mask. The visibility pass creates a depth map, the accumulation pass accumulates color and probability, and the normalization pass normalizes all pixels that pass the probability threshold, resetting the corresponding pixel in the mask so that it gets ignored from then on, and increases variance for each point's distribution.

Preiner et al. 11 devise a GPU approach to render dynamic scenes in real-time by performing a per-frame computation of surface aligned splats. They first project the points, saving their 2D pixel and 3D world positions in two separate buffers. To communicate information between neighboring points in a parallel manner, they use distribution and gathering passes with splats: they render splats with a certain radius $r$ depending on that point's neighborhood, and each fragment created either writes to or reads from the point if they are contained within the radius. To find a $k$-neighborhood for each point, they begin with an initial radius estimation, $r_{0}$, and perform a search where they iteratively increase the radius until it contains $k$ neighbors. Outliers are removed at this point depending on certain conditions, such as not finding a neighbor after 4 iterations. Finally, they fit a plane to the local neighborhood around each point with the plane's coordinates being the mean of the neighborhood's coordinates, and the normal being the eigenvector to the lowest eigenvalue of the scaled covariance matrix. As mentioned in their own work, this method can become inefficient when dealing with complex density distributions. If the foreground is sparse compared to the background, it will spend a lot of time constructing local neighborhoods for background points. They try to address this issue with grid culling.

In another image-space approach, Dobrev et al. [12] use depth peeling to render point cloud surfaces with transparency and shadows. Depth peeling is a multi-pass technique for extracting surface layers with respect to a given viewpoint. While a standard depth test finds the closest layer, depth peeling with $n$ passes would find $n$ layers. There must be a minimum depth distance between points for them to be considered different layers. For each pass, the entire scene must be rendered again. Transparency is achieved by blending the surfaces in order of extraction. For
shadows, they construct a shadow texture, which is essentially a Boolean array that stores which points are lit and which are unlit. To construct the shadow texture they render the scene from the light source's position with depth test enabled and mark the visible points in the texture. The lit points are rendered with ambient, diffuse, and specular components as per the Phong model, while unlit points receive only the ambient component. Depth peeling has the problem of possibly confusing layers when there are gaps in the point cloud; this is a serious problem if the background is denser than the foreground. They attempt to address this using 3 x 3 masks, but this will fill only very small holes.

Pintus et al. [13] use a multipass GPU-based technique for rendering point clouds. The points are first projected into a texture. A visibility pass marks each point as visible if a large enough solid angle viewed by the point can be built that contains a line to the camera but no other points inside. The anisotropic filling pass considers 3 x 3 pixel neighborhoods and updates the central pixel's depth and color with a weighted sum of its neighbors. This provides 2.5 D geometry and color textures which are used in the final stage of shape depiction, where they apply a custom shading term which is a mix of directional light, ambient occlusion and line drawing. They use a kd-tree to partition the dataset. This is another method which uses a 3 x 3 mask (or 7 x 7 mask for the visibility pass) in its execution. As discussed before, this makes the process dependent on the density of the point cloud; a very sparse cloud by nature, or a sparse view of the cloud because of zoom, will not produce the results of the same quality.

The method proposed by Yang et al. [14] receives as input a point cloud and a set of texture images with their corresponding projection matrices. It generates a splat primitive for each point and source view, orienting them by applying scale, rotation and translation transformations. The scale is determined by the largest edge distance from each point to its set of neighbors. The rotation aligns the primitive to the point's normal, or to the viewing direction if no normal is available. The translation moves the primitive to the Euclidean position of the point. The input textures are blended, with a weight determined by the angle between the desired viewpoint and the source views. They liken the visibility problem to the shadow texturing, and use the same idea: render once from the desired viewpoint, and one for each other view, to see which points are visible and should contribute to the final color. This method is interesting but relies on the availability of several high-quality texture images of the model being rendered.

To try to assuage the problem of magnification in splat-based rendering, Guennebaud et al. [15] propose an upscaling algorithm that iteratively refines the geometry of the point cloud. It is based on the idea of adding a new point for every pair of neighbors in the cloud. The first step is the selection operator, where they compute
local neighborhoods. This helps them select good pairs to insert new points evenly throughout the cloud. They interpolate the position and normal of the new point based its selected local neighborhood. Unlike this method, our work aims to work on the point cloud directly, without generating any new geometry.

Marroquim et al. [16] present a method that does not use splats directly, instead projecting the points into single pixels then using pull-push interpolation render the surface. The pull phase of the interpolation creates the coarser levels of an image pyramid by consolidating groups of 4 pixels into 1 , reducing the dimensions by a factor of two each level. The attributes of the new coarse pixel are generally the average of the valid, unoccluded pixels from the 4 that create it. The push phase works in the opposite direction, from the coarse levels down to the finer levels, and only the pixels that are invalid (empty) or occluded are changed. The attributes of 4 pixels from the coarser level are weighted according to a biquadratic B-spline subdivision, and this interpolation is the new value of the finer pixel. After the process is finished at the finest level, it can be rendered using deferred shading. However, this method requires local density information in order to preserve the background and not blend together different surfaces of the image. The dataset must be pre-processed to calculate a radius for each pixel so that this information can be used to limit the propagation of information during pull-push interpolation.

In developing this work, we focused on three main objectives. First, our method should require no pre-processing and no information besides what most raw point clouds will be able to provide (positions and normals). Second, as much of the method as possible should operate on image-space, in the interest of scalability. And third, the method must be able to deal with any kind of density, and must be able to deal with different kinds of densities together. While many of the works we cite above are able to achieve one or two of these objectives, none of them are able to unite all three.

## Chapter 3

## Jump Flooding Algorithm

The Jump Flooding Algorithm (JFA) is useful for propagating information, with applications such as Voronoi diagram, distance transform, and image-based soft shadows [1] [3] [2].

The JFA consists of successive iterations where each pixel in the image "jumps" to pixels in 8 directions. These 8 directions are the four cardinal and four ordinal directions (see figure 3.1). How far the pixel jumps in a given iteration is called the jump step, or simply step. The step is initially the largest power of 2 contained in the image's dimensions, and is divided by 2 after each iteration until it is equal to 1 in the last iteration. At each of the 8 jumps the origin pixel samples the information stored in the jump pixel, keeping that information if it is more desirable according to some criterion.

To give a concrete example, we will use the generation of a Voronoi diagram, as illustrated in figure 3.2. Consider a texture of dimensions 1280x720. In this texture 13 points are placed as in figure 3.2. These are the seeds of the Voronoi diagram. Every pixel in this texture contains a pair of screen-space coordinates: the coordinates of its closest neighbor. The seeds start with their own coordinates, and every other pixel besides them start with empty, non-valid coordinates. The initial step is 1024 (largest power of 2 smaller than 1280). In the first iteration, every pixel in the texture jumps 1024 positions in the 8 directions, and fetches from the texture the coordinates stored in that jump pixel. If the pixel currently has no valid coordinates, and if it just fetched valid coordinates, then it stores those coordinates. If the pixel has valid coordinates and also fetches valid coordinates, it keeps whichever pair of coordinates is closer to its screen-space position. At the start of the next iteration, the step is halved to 512, and all of the pixels jump again. In the third iteration the step is halved to 256 , then to 128 in the fourth, and so on, until in the tenth and last iteration the step is 1 .

Note that each pixel fetches information from several pixels but only writes to itself. This means that the jumps of an iteration can be performed independently,


Figure 3.1: An illustration of the jumps that pixel $(3,3)$ makes when the JFA is executed on an $8 x 8$ image. The initial jump step in this case is 4 . Note that in the first iteration, only three of the jumps are actually inside the bounds of the image. At each iteration, every other pixel is also performing similar jumps.
which is well-suited to the parallel nature of the GPU. However, because an iteration fetches information from the previous iteration, two textures of similar size are required to perform the process described in the previous paragraph. One texture is the "read" texture containing the previous iteration's results while the other is the "write" texture for the current iteration's jumps. The two textures swap roles in the following iteration. This technique where two sets of textures swap the "read" and "write" roles between iterations is known as "ping-pong" and is a common technique in GPU programming.

A key advantage of the JFA is its speed and scalability. The jumping pattern adapts naturally to discrete grid structures like image textures; calculating the jump pixel coordinates is as simple as adding the step in each of the 8 directions. More importantly, the number of iterations increases logarithmically with the image's largest dimension, so it scales well with the rendering resolution. A Voronoi diagram with double the dimensions of our example, 2560x1440, would need 11 iterations to be generated, only 1 more than our example of $1280 \times 720$, which needed 10 iterations. Aside from the time it takes to put the seeds into the texture in the first place, the actual number of seeds does not influence the JFA time.

In Sections 4.2 and 4.3 we explain the differences between how we use the JFA in our method and the Voronoi example given above.


Figure 3.2: Iteration-by-iteration generation of a Voronoi diagram using the JFA. Each seed was assigned a different color. The color of each pixel matches the color of its current closest seed (black if it has yet to find a seed). As can be seen, a pixel's current closest seed often changes from one iteration to the next.

## Chapter 4

## Algorithm

The goal of our method is to render a smooth surface from a raw set of points. The method uses image-space searches to construct a neighborhood of closest points in world-space for each point in the dataset. A key component of the process is the differentiation of the "layers" of the dataset for use in the closest neighbor search. Our definition of layer here is the intuitive idea of points belonging to the same surface. As an example, consider the points of a wall: they have spatial continuity and similar normals. Being able to separate layers helps to construct more appropriate neighborhoods of points.

Our method receives as input a point cloud with coordinates and normals, and optionally colors. As illustrated in figure 4.1, the method is comprised of four steps: Projection (Section 4.1), a Layer Search (Section 4.2), a Closest Neighbor Search (Section 4.3), and Rendering (Section 4.4).

We start by projecting the points of the cloud, saving their information in buffers on the GPU. We execute the Jump Flooding algorithm to find surface layers, then execute it again to find each projected point's closest world-space neighbors located on its layer. With this information, we perform a first rendering pass to create a depth buffer. Then, after eliminating points that fail a depth test against this buffer, we render the splats again, blending them to calculate the final normal and color for each pixel. These steps are described in more detail in the following sections.


Figure 4.1: Illustration of the steps of our algorithm.

### 4.1 Projection

The first step of the algorithm is the projection of the point cloud. We allocate 4 textures on the GPU to store the cloud's information. We save the projected screen-space coordinates, the original world-space coordinates, the normals, and (if present) the colors to these buffers.

The resolution of these buffers is equal to half the rendering resolution. This speeds up the projection and subsequent steps. Depth culling is enabled for this step, so the reduced resolution also increases the chance of background points being culled as they are projected into the same pixels as foreground points. Because the final rendering is done in the normal resolution, this initial reduction does not noticeably affect the visual quality of the results. Note that this size reduction is simply a way for us to speed up our implementation, and is not required by the algorithm.

### 4.2 Layer Search

It is intuitive to think of the points of a given surface, such as a wall, as belonging to the same layer; they have spatial continuity and similar normals. Naturally we want points belonging to the same surface to be considered as neighbors when reconstructing the surface for rendering. However, if we simply search for each pixel's closest neighbor in image-space, we have no guarantee that this will happen. This is because for all but the simplest models, more than one surface can be projected into the same area of the image, mixing points from visible and occluded surfaces. Further, in the case that we are zoomed in close to a surface, the background points will be much denser than the foreground points, possibly drowning out the foreground points.

Figure 4.2 illustrates this situation. The background points greatly outnumber the foreground points. A simple closest neighbor search would propagate almost nothing but background points. Instead of using image-space distance, we could use world-space distance, and for some situations this can work. However, this is not robust enough if we are working with complex densities, because the main problem of the background points overwhelming the foreground points and preventing them from propagating persists.

To overcome this, many methods require an involved pre-processing step, either constructing spatial partitioning structures like kd-trees or using techniques like depth peeling. The approach we adopt in our method is to use the concept of layers, where each layer represents projected surfaces of the model. Figure 4.4 shows an example. To eventually render splats, each point will need a local neighborhood.

However, a point's neighborhood should only contain other points from the same layer.

Consider figure 4.2 again: we want the blue points to construct a local neighborhood from other blue points, and not green points. Likewise, we want the green points to consider other green points for their neighborhood. Of course, what we really want is for the background points to eventually be occluded, but this should come automatically with the rendering of splats. In essence, we want to "divide" the image into layers, so that the next step, the Closest Neighbor Search, can more easily pair up points that are in the same layer. In practice, this means that each pixel should store information from numerous layers, as exemplified in figure 4.3.


Figure 4.2: When zoomed in, the background (green) points become much more numerous than the foreground (blue) points.


Figure 4.3: Every pixel should store the closest green layer and blue layer. Four pixels are highlighted here as examples: two pixels with green points, one with a blue point, and a pixel with no point.


Figure 4.4: Layers that a smooth cube could theoretically have. Points in layers 2, 3 and 5 could be paired up with points from adjacent faces of the cube depending on how strict we want to be, but we clearly want layers 1,4 , and 6 to remain separate.

After we project the original model's points and store their information in buffers, the first thing we do is attempt to divide the image into layers. That is, for each pixel, we will look for the $n$ closest points in image-space that belong to different layers. We perform the JFA as described in Section 3, but with some differences. First, each pixel will store not one pair of coordinates, but $n$ pairs. Pixels making jumps will consider all $n$ pairs of the jump pixel, possibly replacing and storing more than one pair of coordinates per jump. We use $n=4$ layers in this search.

The way information is compared and stored is different here compared to the Voronoi diagram example of Section 3. After the pixel fetches a candidate, it first checks to see if it belongs to the same layer as one of its $n$ stored coordinates. The way we determine if two points belong to the same layer is using the candidate test described below. If it does belong to an existing layer, then it either replaces the stored coordinates if it is closer in image-space, or is discarded if it is not closer (even if there are still open spots where it could have been stored). If the candidate belongs to none of the current layers and the $n$ spots have not been filled yet, it is stored in one of the empty spots. After all $n$ spots are filled, new candidates are still compared to current neighbors to see if they belong to the layers of any of them, as described in the previous paragraph. However, if a candidate is then found to belong to none of them, it can replace an existing layer if it is closer in image-space. This is to prevent the first $n$ layers found to persist even if other, closer layers are found later on. At the end of the process, each pixel has its closest $n$ layers in image-space. Taking the zoomed in region of figure 4.2 as an example, each pixel would have the coordinates of the closest green point, and also the coordinates of the closest blue point.


Figure 4.5: Possible situations in the Layer Search, with the numbers representing the distance from the pixel making the jump. a) Candidate does not belong to any existing layers, and there is space for it. b) Candidate belongs to an existing layer, but is not closer, so it is discarded. c) Candidate belongs to an existing layer and is closer, thus replacing the existing point. d) When all spots are filled, candidate can replace existing layer if it is closer.

The candidate test that determines whether two points belong to the same layer takes the two world-space coordinates $p_{i}$ and $p_{j}$ and their normals $n_{i}$ and $n_{j}$ and checks the following conditions:

1. $n_{i} \cdot n_{j} \geq$ angle threshold
2. $\left|\left(p_{j}-p_{i}\right) \cdot n_{i}\right|<$ continuity threshold

Both conditions must pass for the points to be considered to be on the same layer. Condition 1 ensures that the two points' normals are sufficiently similar; points that are located on the same surface will tend to have similar normals, even if the surface is not perfectly flat. Satisfying condition 2 means that the perpendicular axis of the vector between the points is longer than the parallel axis, which is usually true of points on the same surface, as exemplified in figure 4.6 .

Note that this candidate test is the only step in our method that requires normal information to be present. Later on we use normals to orient the splats and for lighting calculations during rendering, but at that point we have each point's local neighborhood and could compute the normal ourselves. However, the candidate test adds robustness to the layer separation and to the Closest Neighbor Search in Section 4.3 ,

We limit the max distance possible between the two points being considered by the candidate test; if the distance between them is larger than a certain threshold, the test fails. The idea of this limitation is similar to the outlier removal applied by Preiner et al. [11], where they discard points that have no neighbors after a certain


Figure 4.6: Illustration of the second condition. The black dotted lines are the surfaces implicitly defined by the points. In both scenarios, the red points have similar normals and are close to each other. However, by projecting the vector from one point to the other (blue lines) onto either point's normal (red dotted lines), we find that in a) the projection is too long, meaning it is too far forward, while in b) it is close enough.
number of iterations (in a way, limiting how far a point can reach for neighbors). This limitation prevents the process from pairing up points that are too far apart even if they would otherwise belong to the same layer and there are no other closer layer points between them, because the resulting splat would be too big, adversely affecting the result.

### 4.3 Closest Neighbor Search

At the end of the Layer Search, each pixel has up to $n$ coordinates of points that belong to different layers. We now execute the JFA again to find a local neighborhood consisting of the $k$ closest neighbors for each projected point in the image. Each point builds a local neighborhood comprised only of other points that belong to the same layer. This $k$-neighborhood is important in determining how large each splat should be, since our method operates on raw point clouds with no density information. We use $k=4$ closest neighbors in this search.

The importance of the layers now becomes apparent. In a situation where we have varying densities, like in figure 4.2, the densest surface would tend to drown out the rest. The JFA would be dominated by the denser surfaces, and points would incorrectly construct neighborhoods containing points in different surfaces. This would lead to splats that are too big, or oriented incorrectly if the normal were calculated from the neighborhood. Unless a model is very complex, we can expect that no more than $n$ layers will be projected on the same area of the image. Therefore, the layer list ensures that every surface gets propagated fairly throughout this execution of the JFA and can be found by points on it.

Previously, every pixel in the image participated in the JFA; for the Closest Neighbor Search, only pixels that contain projected points from the model partici-
pate. At each jump, the points check the layers found in the previous step. There is no candidate test this time around. Candidates are stored if they are closer to the point than any of the current neighbors. Additionally, if a point jumps to a pixel that contains a projected point, they also look at the projected point's current local neighborhood in search of more candidates. The distance used here is in world-space rather than image-space.

### 4.4 Rendering

With each point's $k$ closest neighbors in hand, we proceed to the rendering. The rendering follows a standard splat rendering pipeline. As noted in Section 4.1, the rendering buffer has normal rendering resolution, while the previous steps operated on buffers of half size. This simply means that when accessing the information from projection or the local neighborhood, we must adjust the texture coordinates accordingly, dividing them by two.

The original cloud's points are reprojected in this step. We make use of geometry shaders to generate the splats. In the geometry shader, for each point, we retrieve its world-space coordinates, its normal, and its local neighborhood. We perform backface culling, discarding the points whose normals point away from the viewing direction. The splat radius $r$ is determined by the center point's closest neighbors, being equal to either the median, or the average of medians if there is more than one median, as illustrated in figure 4.7.


Figure 4.7: Splat radius with 1, 2, 3, and 4 closest neighbors.

Given $d_{c}$, the distance between the point and its closest neighbor, max, a max radius threshold, and $\max _{r}$, a max relative radius threshold, we also discard points if:

1. $r \leq 0$,
2. $r>\max$, or
3. $r>\mathrm{d}_{c} \times \max _{r}$

Instead of explicitly rendering several triangles to draw the splats, we circumscribe a square about the circle that represents the splat. To achieve the splat effect, we first output from the geometry shader two triangles made up of 4 vertices rotated around the central splat point oriented to its normal. Because we are specifying the corners of a square, we use a distance equal to the splat radius multiplied by $\sqrt{2}$. Each vertex receives its relative coordinates in the square, $(-1,-1),(1,-1),(-1,1)$, or $(1,1)$. This is passed on, along with the other attributes, to the fragment shader. In the fragment shader, we simply discard the fragments whose distance from the point $(0,0)$ is greater than 1 . For the first rendering pass, we store each fragment's depth in a depth buffer.

We then run a second rendering pass, with two key differences. First, we add one more condition to the geometry shader: the point must pass a depth test against the depth buffer created in the first rendering pass. Second, we enable blending, such that every fragment contributes to the final normal and color of the pixel weighted by its distance from the original point. The weight function that we apply is a nonnormalized Gaussian weight with variance $\sigma=1$. This function could be substituted by other functions but we found in our experiments that this approximation worked well enough. If $v$ is the fragment's normal or color, $d$ its distance from the center splat point, and $e$ Euler's number, then the weighted amount $w$ that it contributes is calculated using the following formula:

$$
w=\frac{v}{e^{d^{2}}}
$$

## Chapter 5

## Results

In this section, we present and discuss the results we achieved.
The total rendering time of a model can vary widely depending on how it is viewed. We observed a decrease of up to $50 \%$ on some models if viewed down their thin axis as opposed to their wide axis. In the interest of an accurate representation of the execution times, we made sure to have the entire model inside the viewport, and to constantly rotate the model so that no one view was favored.

(a) Wide axis

(b) Thin axis

Figure 5.1: The DaFeltre model is an extreme example of the difference the viewpoint can make in the execution time of the method. Rendering the model's wide axis (a) takes around 280 ms , twice more than the 140 ms it takes to render the thin axis (b).

Tables 5.1 and 5.2 list the frames per second achieved and the rendering times, respectively. Table 5.1 is sorted by increasing number of vertices while table 5.2 is sorted by total execution time. Figures $5.2 \cdot 5.18$ show a variety of models being rendered by our method with a side-by-side comparison of a simple projection of the points.

The smallest model we tested was Cube with 1,538 points, and the largest was Tempietto with 59,479,779 points. On Cube we achieved an average of 30.76 FPS, while on Tempietto we achieved 0.98 FPS. In other words, despite Tempietto having almost 39,000 times as many points as Cube, it was only 31 times slower. With a model as dense as Tempietto, culling certainly helps, but it is an example of the method scaling extremely well.

If we examine the breakdown of the execution times by steps, we see that the Layer Search and Closest Neighbor Search times increase slowly. In fact, for large models with millions of points, it represents only a fraction of the total execution time. In those cases, Projection and Rendering take the longest, but even those grow sublinearly. The reason that the Layer Search and Closest Neighbor Search times increase despite operating in image-space is that more projected points in the image leads to more texture fetches.

Figure 5.18 shows our method rendering a visualization of the Esportazione model containing varying point densities. In figure 5.18b, the columns of the central temple become sparse when zoomed in, especially compared to the dense walls in the background. Figure 5.18d has a similar situation with the temple's wall. The method is still able to find good closest neighbors for the points, though, and render splats that are reasonable.

In figure 5.12 d , there are small gaps in some parts of the rendering. This happens in some areas when points find neighbors that are so close together, the splats that they generate are not big enough to close the surface. This can also be observed to a lesser extent in figures 5.3b and 5.15b. However, this is an issue with any pointbased rendering technique that does not have prior knowledge of the point cloud density (i.e. radius-per-point). This is because there is not enough information to determine if a gap in image-space should be filled or is an actual hole in the surface. In this work, we opted for a conservative approach, preferring to leave a few holes rather than incorrectly filling them.

The Blade dataset in figures 5.9 and 5.10 contains layers that are very close together. Figure 5.9 c shows the dataset rendered with triangles in the Meshlab program. Our rendering in figure 5.9b incorrectly brings out interior details in the model. This is because those layers have similar normals and are close to each other, so they pass both the candidate test and the max distance threshold.

| Model | Vertices | FPS |
| :---: | :---: | :---: |
| Cube | 1,538 | 30.76 |
| Stay Puft | 97,078 | 20.23 |
| Armadillo | 172,974 | 21.51 |
| Hand | 327,323 | 30.33 |
| Buddah | 543,652 | 21.15 |
| Tempietto | 753,662 | 16.63 |
| Blade | 882,954 | 25.56 |
| Strada Ruffini | $1,578,898$ | 14.49 |
| Asian Dragon | $3,609,600$ | 10.72 |
| Esportazione | $10,036,978$ | 5.08 |
| DaFeltre | $10,937,594$ | 3.97 |
| Arco | $19,897,657$ | 2.33 |
| Schimele | $26,245,666$ | 1.94 |
| Tempietto 50M | $59,479,779$ | 0.98 |

Table 5.1: Number of vertices of each model used for testing and average FPS achieved with them.

| Model | Projection | Layer <br> Search | Closest <br> Neighbor <br> Search | Rendering | Total |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Cube | 11.01 | 16.51 | 3.79 | 1.18 | 32.50 |
| Hand | 5.39 | 19.02 | 4.40 | 4.14 | 32.96 |
| Blade | 8.82 | 16.93 | 4.12 | 9.22 | 39.11 |
| Armadillo | 13.14 | 24.68 | 6.06 | 2.57 | 46.47 |
| Buddah | 13.47 | 21.66 | 5.64 | 6.49 | 47.27 |
| Stay Puft | 8.70 | 30.97 | 7.55 | 2.17 | 49.42 |
| Tempietto | 11.49 | 31.23 | 7.86 | 9.52 | 60.12 |
| Strada Ruffini | 10.88 | 29.90 | 8.11 | 20.10 | 69.00 |
| Asian Dragon | 23.60 | 20.40 | 4.72 | 44.52 | 93.24 |
| Esportazione | 48.48 | 34.76 | 9.20 | 104.23 | 196.69 |
| DaFeltre | 46.91 | 23.40 | 5.83 | 175.31 | 251.46 |
| Arco | 134.94 | 29.26 | 7.60 | 256.87 | 428.68 |
| Schimele | 140.09 | 35.19 | 8.30 | 329.54 | 513.13 |
| Tempietto 50M | 240.47 | 39.97 | 10.85 | 720.20 | 1011.52 |

Table 5.2: Execution times of each of the steps (in milliseconds).


Figure 5.2: Cube


Figure 5.3: Stay Puft


Figure 5.4: Hand


Figure 5.5: DaFeltre


Figure 5.6: Arco (1)


Figure 5.7: Arco (2)


Figure 5.8: Armadillo


Figure 5.9: Blade (1). This dataset contains layers that are very close together. Our rendering (b) exposes interior details of the model, as can be seen when compared to the Meshlab rendering with triangles (c). These layers are not separated by the candidate test because they have similar normals, nor are they eliminated by the max distance threshold because of their proximity.


Figure 5.10: Blade (2)


Figure 5.11: Asian Dragon


Figure 5.12: Buddha


Figure 5.13: Schimele


Figure 5.14: Strada Ruffini


Figure 5.15: Tempietto


Figure 5.16: Esportazione (1)


Figure 5.17: Esportazione (2)


Figure 5.18: Sparse foreground and dense background for the Esportazione model.

### 5.1 Implementation Details

The computer used to perform our experiments was running 64-bit Ubuntu release 13.10, with an Intel Core i7 processor, a GeForce GTX 770, and 16GB of RAM. The Nvidia driver version was 319.32.

Our rendering resolution was $1200 x 800$. The buffers used in the Projection, Layer Search and Closest Neighbor Search steps were half of this, 600x400. The depth buffer and the rendering buffers used in the final step had the same resolution as the rendering resolution.

In our implementation, we used $n=4$ layers and $k=4$ neighbors. Initially this was because of the limitation of attaching at most 8 color attachments in the GPU and our use of the ping-pong strategy. However, we found this to be sufficient for good results on the models we tested, since most projected scenes do not have more than four layers. Further, because we are working with screen-space coordinates, ( $\mathrm{x}, \mathrm{y}$ ) pairs, during the JFA executions, we were able to pack the 4 pairs into a single float using the GLSL packHalf2x16 function for writing, and unpacking them with unpackHalf2x16 for reading. This allowed us to use just two Layer buffers and two Closest Neighbor buffers instead of eight buffers each.

The following parameters were settled on through a process of trial-and-error. We tested many different values and settled on a combination that produced what we believe to be the best results.

In our tests, an angle threshold of 0.5 and continuity threshold of 0.05 for the candidate test yielded good results.

The optimal max distance threshold is dependent on the density of the model. We used a max distance threshold as low as 0.01 ( $1 \%$ of the model's scale) for dense models and as high as $0.1(10 \%)$ for sparse models. Setting these thresholds too low eliminates splats and may leave gaps in the model. Setting them too high may allow large splats to appear, usually those formed by outliers.

The max radius threshold was equal to the max distance threshold. The max relative radius threshold was set to 6 .

We found that limiting the JFA's initial step to a degree did not have any averse effect on the results. This is reasonable, because the process tends to end up with points close to it, anyway. Even with smaller initial jumps, the information was able to be propagated. We settled on an initial jump step of $2^{6}$.

## Chapter 6

## Conclusions

In this work, we presented a method of rendering raw point clouds without any preprocessing, auxiliary data structures, or density information. We applied the Jump Flooding Algorithm to the problem of finding different surfaces of the projected model. We used this information in a second search, also using the Jump Flooding Algorithm, to find nearest neighbors for each projected point of the model. With each point and its local neighborhood, we determined a radius for each splats and blended them together to produce the final rendering.

The main advantage of our method is that it does not require any prior knowledge of the density of the model, and works regardless of if it is sparse or dense. It also works when dealing with complex densities, such as a sparse foreground and dense background. Because we separate the layers and give every surface a chance to propagate its information, points correctly build their local neighborhoods and are able to render reasonable splats. Other methods attempt to solve the density problem using different forms of culling, such as masks. The problem with this approach is that it does not deal with all densities well. Further, it usually requires a small window of pixels to have a decent amount of projected points inside of it to have enough information to work with. This does not always happen, especially with very sparse surfaces.

Because we do not need to do any pre-processing, our method is reasonably fast. It scales well with the size of the dataset and the rendering resolution, as discussed in the Results chapter.

We demonstrated the robustness of our method on datasets of greatly varying characteristics. Some of them have little or no noise nor outliers, such as Armadillo, Asian Dragon, and Stay Puft. This is because these models are in fact triangle meshes, and we simply discarded the connectivity information when processing them. Other models, like Tempietto, Esportazione, and Strada Ruffini, are scanned, and thus contain noisy normals and outliers. We were still able to separate layers and achieve good or at least reasonable visual results on all datasets.

However, our method does not work as well with datasets that have very noisy normals. This can cause the results of the Layer Search to become somewhat arbitrary, decreasing the robustness of the Closest Neighbor Search. Another limitation is that, aside from the max distance thresholds we apply in our method, we don't explicitly deal with outliers. Groups of outliers are commonly present in scanned data and can spawn splats that clearly do not belong in the rendering.

## Chapter 7

## Future Works

There are several directions for future works.
Currently, we limit points from pairing up with distant points by manually setting a global threshold. A better solution would be to determine this threshold dynamically based on the model. This would require either some pre-processing or access to information that we do not assume we have at the moment (density information).

Another possibility is the use of a subdivision data structure for level of detail. By determining points we can quickly and safely eliminate based on the current view, we might be able to improve the overall quality of results. This is because less problem points leads to better neighbors for the points, resulting in splats that more closely resemble the surface we are trying to approximate. It should also considerably lower projection and rendering times. Because these two steps make up the majority of the execution times on large datasets, that could result in considerable speed gains.

Another idea would be to eliminate the necessity of normals altogether. At the moment, we use normals to perform the Layer Search candidate test, as described in Section 4.2. We use them in our lighting calculations and to orient the splats during rendering, as well. However, these are not strictly necessary, and in any case the normals could be calculated using the point's neighborhood. Without requiring normals, the method could work with the simplest of point clouds, those with only positional information. The challenge would lie in coming up with a replacement candidate test that does not use normals but is still robust enough to separate the layers.

Finally, there are many other small improvements that could be made. The splats that we draw are currently perfect circles. With more neighbors, the method could allow for elliptical splats. Our blending considers only distance when weighing fragment contributions; colors could also be taken into account. Another possibility is to apply smoothing filters to our rendering solution.
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