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## Chapter 1

## Introduction

Some tasks can be too complex to be executed by a single robot, therefore the idea of using a team of mobile robots instead of a single one has emerged into the field of swarm robotics. Using a team of less expensive robots can give more efficient, more flexible, and more fault-tolerant models than having a single highly specialized and powerful robot for each task. But at the same time, it increases the amount of difficulties on modelling and implementing distributed solutions using a group of robots. Furthermore, the distributed information and the degree of parallelism for doing complex tasks is an attractive advantage. However, the understanding and use of collective intelligence of a set of robots are still a challenge task for the computational intelligence field.

Swarm intelligence is a modern computational intelligence discipline that is concerned with the design of multi-agent systems with applications, e.g. in optimization and robotics. Instead of a sophisticated controller that governs the global behaviour of the system, the main principle of swarm intelligence is based on many unsophisticated entities that cooperate with each other in order to exhibit a desired behaviour. The design of these systems is inspired by the collective behaviour of social insects such as ants, termites, bees, and wasps. Some techniques are based on other animal societies such as flocks of birds or schools of fish [12]. More recently, biological-inspired swarm research has arisen up. In special, swarm techniques such as Particle Swarm Optimization (PSO)[13], Ant Colony Optimization [14] and Artificial Bee Colony [15] have been applied successfully in the field of optimization and robotics.

The advancement of science and engineering, as well as the price reduction of electronic components has contributed to the popularization of flying civil prototypes, for example the quadrotors. Another step towards the accessibility of such drones was the high level control interface used by some companies. As an example, about 2011, a company called Parrot Inc. released a quadrotor capable of flying using the gyroscope present in popular smartphones. The Ardrone 1.0,
as they called their prototype, was capable of creating an ad-hoc wireless network accepting connection from the smarphone, and with self stabilization for taking off and landing, the flying instructions come from the positioning of the smartphone. In the front of the Ardrone has a camera which images are streamed directly to the smartphone screen. A photo of this prototype can be seen in Figure 1.1.


Figure 1.1: A picture of the Parrot's Ardrone 1.0.

More recently, a group of researchers of MIT's GRASP Laboratory [16] developed micro quadrotor prototypes with only 75 g of weight. They ran an experiment with 20 micro robots showing their agility in executing manoeuvres. As the IEEE 802.11 Ethernet device embedded in such devices, it could be realized they could be used as a network routers, and when navigating in group, a dynamic network can arise from them. Furthermore, as any other communication device, the wifi has distance limitations. Therefore, in order to use the dynamic network possibility, a control scheme using the information based on the quality of the signal should be realized as well. With a control scheme like this, the application possibilities are wide.

In 2007, unfortunately an earthquake shook Peru killing at least 437 people and leaving another 1350 injured [17]. More recently, in 2015, one of the worst mining accident happened in Mariana city, Minas Gerais state, in Brazil [18]. In such scenarios, a team of autonomous flying robots could be deployed, keeping the network with some base station and survey the area seeking for survivors, for example.

Recently Shekhar et.al. [19] published a review on the applications and necessity of spatial computing. Technologies such as GPS (Global Positioning System) has improved the quality of services all around the world. Since driving until the birth of Uber-like services. According to the authors, the majority of human beings spends
their time in indoor environments. Localization systems such GPS do not work well in indoor locations. This gives rise to another application: the maintenance and configuration of a temporary positioning system. Since using at least three spots, a location of an object can be triangularized, then a team of moving robots could deploy a system like that.

This thesis deals with the problem of tracking mobile targets using multiple Unnamed Aerial Vehicles (UAVs), while maintaining the connectivity of the network among them. This problem is correlated with the wireless sensor network's coverage problem, in a way that to track targets, mobile robots should stay connected, even for certain periods of time. So the network connectivity should be preserved which allow the entities exchange the acquired knowledge during the tracking task. Therefore, the main objective of this research project is divided into two subjects: a) investigate and propose global and locally distributed computational solutions for the connectivity maintenance problem; and b) produce computational efficient algorithms for video tracking of generic objects using vision sensor.

Figure 1.2 illustrate a scenario addressed by the present work. In a rescue situation, where the targets are trying to cooperate with the tracking, they try to move towards the pursuers, as depicted by Figure 1.2. Another surrogate scenario is when the targets are trying to escape from the pursuers. In such scenario, the instance problem can be difficult to solve, since the limited number of entities imposes limitations on the reachable areas the pursues can reach.

Figure 1.2: Problem instance where the targets want to approximate to their assigned targets, while connectivity among them is kept by positioning a set of relays.


### 1.1 General Objectives

The general objectives of this project are:

1. Investigate and develop computationally cheap solutions for the connectivity maintenance of a set of mobile agents, named as pursuers trying to reach individual objectives (capture moving targets, for example) by positioning a second set of agents, named as relays whose mission is to form globally connected configurations over time in order to support the pursuers into their mission.
2. Develop an image-based tracking system in order to enable a set of drones with limited computing power to be able to track shape-shifter objects, using only one camera as input.

### 1.2 Thesis outline

Since this thesis is concerned about dynamic network connectivity maintenance, the Chapter 2 presents the main connectivity measures such as algebraic, edgeand vertex-connectivities. Furthermore, still in such chapter, some distance based weighting functions are also presented.

In Chapter 3, the static and dynamic connectivity problems are covered as well as their related works.

The first proposed approach, which considers a fixed network structure is depicted in Chapter 4. This first solution we propose a quadratic programming approach using a recurrent neural network as solver in order to get faster numeric results as compared to the Matlab solver quadprog.

In Chapter 5 it is proposed a solution based on the Laplacian Matrix of the network graph. In that chapter, we propose another connectivity function based on the estimation of the algebraic connectivity value. In that Chapter, it is also proposed a way to distribute the solution in such a way that each robot can decide where to go based only on the current neighbourhood, as well as parallel ordering of computation based on the Schedule by Edge Reversal (SER) algorithm.

In Chapter 6, some heuristic solutions are explored. We considered Genetic Algorithms, Simulated Annealing, Standard Particle Swarm Optimization 2011 and Backtracking Search Optimization algorithms.

The Chapter 7 presents the evaluation methodology as well as the numeric simulations of the proposed solutions under some test scenarios.

The Chapter 8 present a generic object tracker based on a weightless neural network. Some results are presented based on the benchmark published in [10],
where with some tuning parameters, the proposed tracker could outperform the one presented in [10].

Finally, in Chapter 9 is presented the general discussions about the developed work as well as it is pointed out some insights for future research on the discussed issues.

## Chapter 2

## Assessing Connectivity

The chapter 3 describes the state-of-the-art of works dealing with the connectivity maintenance. The majority of these works make use of a state-dependent network model also known as proximity graphs. A proximity graph has the edge set changing over time because of some weighting function that depends on the relative positions of the vertices. The current chapter aims to present some graph-based indexes of connectivity.

More precisely, in section 2.1, the edge-connectivity and vertex-connectivity are visited in order to show the basic graph-theoretic notions about connectivity. As the number of connected components is also a connectivity measure, the section ?? describes the fundamental depth-first search algorithm (also known as Trémaux's algorithm). As related by section 2.1.1, the graph connectivity can also be captured by using sums of powers of the adjacency matrix.

Beyond the previously related connectivity measures, there is a result from algebraic graph theory: the algebraic connectivity measure. Fiedler proved that the second smallest eigenvalue of the Laplacian matrix of a graph is related with its connectivity. This important measure is related in the section 2.1.2. Finally, the section 2.2 describes some of the main weighting functions used to model the state-dependent networks of the main results in the literature.

### 2.1 Graph-Theoretic Connectivity

Let $G=(V, E)$ be a graph with the node set $V$ and the edge set $E$. The adjacency matrix of $G$, defined as $A=\left[a_{i j}\right]$, has its elements defined as

$$
a_{i j}= \begin{cases}1 & \text { if }(i, j) \in E \\ 0 & \text { otherwise }\end{cases}
$$

If $U \subset V$ is a vertex set for which the graph obtained by $G-U$ has more
connected components than G , then the subset $U$ is called a vertex-cut. The vertex connectivity number $k(G)$ of a connected graph $G$ is the minimum number of vertices whose removal would either disconnect $G$ or reduce $G$ to the trivial graph [20]. The edge-connectivity, denoted by $\lambda(G)$ is similarly defined. When a connected graph has the edge-connectivity of one, each edge that disconnects the graph is said cutedge. A graph that does not contain such type of edges is called bridgeless. A graph $G$ is said $k$-edge-connected or $k$-vertex-connected if $\lambda(G) \geq k$ or $k(G) \geq k$, respectively.

The computation of the edge-connectivity number and vertex-connectivity number of graphs has been studied and developed over the years. According to [21], most of these algorithms are based on calling a number of max-flow problems [22]. Because of that, attempts have been made to minimize the number of these calls. One of the first algorithms that used this approach is reported by [23] and described in algorithm 2.1.1.

```
Algorithm 2.1.1 Even and Tarjan's algorithm for computing the edge-connectivity
between a pair of vertices \((u, v)\).
    procedure Edge-Connectivity1 \((G,(v, w))\)
    INPUT: A connected graph \(G\) and two vertices \(v, w \in G\)
    Replace the edges of \(G\) with weighted arcs (weight=1 for each direction
    indicating the edge capacity)
    Find a max-flow function \(f\) on this new graph
    \(\lambda(v, w) \leftarrow\) total_flow \((f)\)
    RETURN: \(\lambda(v, w)\)
    end procedure
```

The algorithm 2.1.1 is able to calculate the edge-connectivity $\lambda$ of any two vertices $u, v \in G$. In order to obtain $\lambda(G)$, it is necessary to call the procedure described by algorithm 2.1.1 for each pair of nodes in $G$. The minimum value should be assigned to the $\lambda(G)$. Considering a graph of $n$ vertices, there will be $n(n-1) / 2$ unordered $\lambda(u, v)$ to compute $\lambda(G)[21]$. Figure 2.1 shows some example values of edge-connectivity.
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Figure 2.1: An illustration of the edge-connectivity index for different graphs.

The minimum vertex-cut of a graph $G=(V, E)$ is the minimum subset $S \subset V$ such that $G-S$ is either disconnected or the trivial graph. The calculation of the vertex-connectivity of $G$, defined as $k(G)=|S|$, can be reduced to solving a number of max-flow problems as well. Let $v$ and $w$ be two vertices from $V$, the vertex connectivity $k(v, w)$ is defined as being the least number of vertices, chosen from $V-\{v, w\}$, whose deletion from $G$ would destroy every path between $v$ and $w$, whether $(v, w) \notin E$. And in the case that $(v, w) \in E, k(v, w)=n-1$. Therefore, $k(G)$ can be defined as $k(G)=\min _{v, w \in G}\{k(v, w)\}$.

When $(v, w) \notin E$, it has been shown by [24] that $k(v, w)$ can be determined by solving a max-flow problem in a particular network. This procedure is described in the algorithm 2.1.2 [21]. Figure 2.2 shows some example values of vertexconnectivity.

```
Algorithm 2.1.2 Even's algorithm for computing the vertex-connectivity between
a pair of vertices \((u, v)\).
    procedure Vertex-Connectivity1 \((G=(V, E),(v, w))\)
    INPUT: A connected graph \(G\) and two vertices \(v, w \in G\)
    Build a new graph \(D=(D V, D E)\), such that \(D V=V\) and \(\forall(x, y) \in E\), add
    the \(\operatorname{arcs}(x, y)\) and \((y, x)\) in \(D E\)
    For each vertex \(u \in D-\{v, w\}\), replace \(u\) with two new vertices \(u_{1}\) and \(u_{2}\).
    Add an arc \(\left(u_{1}, u_{2}\right)\). Connect all the arcs were coming to \(u \in G\) to \(u_{1}\), and all
    the arcs that were going out of \(u\) to \(u_{2}\).
    Assign a capacity \(=1\) to all the arcs of \(D\).
    Assign \(v\) as the source vertex and w as the sink vertex.
    Find a max-flow function \(f\) on the resulting graph.
    \(k(v, w) \leftarrow\) total_flow \((f)\)
    RETURN: \(k(v, w)\)
    end procedure
```
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Figure 2.2: An illustration of the vertex-connectivity index for different graphs.

According to [21], the time complexity of the algorithm 2.1.2 is $O\left(m n^{2 / 3}\right)$. The literature review of graph algorithms for calculating the edge- and vertexconnectivity include improvements on the number of calls on the max-flow
procedures. In addition, other techniques have been tested that vary from the use of depth first search [25] and dominating sets[26] to randomised techniques [27]. In [21] the author shows a table with a chronologically ordered list of connectivity algorithms.

Another surrogate approach to get the vertex connectivity is using a search based algorithm. According to [24], the pioneer work of Trémaux consisted the first algorithm for doing a Depth-First Search (DFS). In such algorithm, the goal is to visit each vertex of a graph by using each edge only once (one visit going in and one visit going back). The functionality of such algorithm is as follows: starting from any vertex $s$, the algorithm labels any edge $e$ with an ' E ', and the other side of $e$ is labelled with an ' F '. After all edges of a vertex is marked, the algorithm returns to the origin vertex of each call, until there is no more unlabelled edges. At the end, the algorithm returns to the start vertex $s$. The Trémaux's algorithm is described in Algorithm 2.1.3.

```
Algorithm 2.1.3 Trémaux's algorithm.
    procedure Trémaux \((G=(V, E), s)\)
        \(v \leftarrow s\)
        while There is an unmarked edge in \(v\) or \(v\) has a passage marked \(F\) do
            if There is an unmarked edge \(e=(v, u)\) then
                    Mark the edge \(e\) at \(b\) as \(E\)
                    if \(u\) has no marked passages then
                        Mark \(e\) at \(u\) by \(F\)
                        \(v \leftarrow u\)
                    else
                        Mark \(e\) at \(u\) as \(E\)
                    end if
            else \(\quad \triangleright\) There is an edge in \(v\) marked as \(F\)
                Use the edge marked \(F\) to move to the neighboring vertex \(u\)
                \(v \leftarrow u\)
            end if
        end while
    end procedure
```

Then, whether the number of vertices is known, the Trémaux procedure allows to check for the connectivity of the graph, by returning the number of visited vertices.

### 2.1.1 Connectivity by powers

According to [28], the powers of the adjacency matrix can reveal if a graph is connected or not. The entry $\left[A^{k}(t)\right]_{i j}$ of the matrix is the number of paths of length $k$ from $i$ to $j$. Then, if there is an integer $K$ such that all entries of the matrix $C_{K}=\sum_{k=0}^{K} A^{k}$ are greater than zero then the graph is connected.

It is important to say that the integer $K$ is upper-bounded by $n-1$, where $n$ is the number of vertices on the graph. In [29], Zavlanos et. al. state that whenever the network begins in a connected setting, if $K=1$ it is applied (keep one-hop neighbors) of an originally connected network, then the network will remain connected for all time. The Figure 2.3 shows some examples of this index. As can be seen on the picture, the value of power connectivity increases when the longest path between any two vertices becomes longer (in terms of edge counting).
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Figure 2.3: An illustration of the connectivity by sum of powers for different graphs.

### 2.1.2 Connectivity by Spectral Graph Theory

The spectral graph theory is concerned of studying the spectral properties of the matrix representation of a graph. From the adjacency matrix, the Laplacian matrix can be defined as follows: Let $W$ be the weighting matrix of a graph $G$. Let $D=\left[d_{i j}\right]_{n \times n}$, with $d_{i j} \in \mathbb{R}$, a diagonal matrix, defined by $d_{j j}=\sum_{i=1}^{n} w_{i j}$ (node degrees), with $j=1, \ldots, n$. The Laplacian matrix can be defined as $L=D-W$.

According to [30-34] the following properties holds for a Laplacian matrix of a graph $G$ with non-negative and symmetric weights:

Proposition 1. The matrix $L(G)$ (simply $L$ for short) with non-negative and symmetric weights has the following properties:
(i) For each vector $x \in \mathbb{R}^{n}, x^{T} L x=\frac{1}{2} \sum_{i, j=1}^{n} w_{i j}\left(x_{i}-x_{j}\right)^{2}$.
(ii) $L$ is a symmetric semi-definite positive matrix.
(iii) L has $n$ non-negative eigenvalues (graph multiplicity).
(iv) The least eigenvalue of $L$ is equal to 0 , with the corresponding eigenvector $\alpha \mathbf{1}$, $\alpha \in \mathbb{R}$, and $\mathbf{1}$ the unitary vector with dimension $n$.

As presented in [34], to prove (i), consider the following inequalities:

$$
x^{T} L x=x^{T} D x-x^{T} W x=\sum_{i} d_{i i} x_{i}^{2}-\sum_{i, j} w_{i j} x_{i} x_{j}
$$

By the above, it is concluded that $L$ is a positive semi-definite matrix ( $x^{T} L x \geq 0$, since all weights are non-negatives). By definition, $L=D-W=D^{T}-W^{T}$ which proves the property (ii). Property (iii) is a definition for positive semi-definite matrices. To prove (iv), first consider the following equation:

$$
\left[\begin{array}{cccc}
\sum_{i \neq 1}^{n} w_{i 1} & -w_{12} & \ldots & -w_{1 n} \\
-w_{21} & \sum_{i \neq 2}^{n} w_{i 2} & \ldots & -w_{1 n} \\
\vdots & & \ddots & \vdots \\
-w_{n 1} & -w_{n 2} & \ldots & \sum_{i \neq 2}^{n} w_{i n}
\end{array}\right]\left[\begin{array}{c}
1 \\
1 \\
\vdots \\
1
\end{array}\right]=\left[\begin{array}{c}
\sum_{i \neq 1}^{n} w_{i 1}-\sum_{i \neq 1}^{n} w_{i 1} \\
\sum_{i \neq 2}^{n} w_{i 2}-\sum_{i \neq 2}^{n} w_{i 2} \\
\vdots \\
\sum_{i \neq 2}^{n} w_{i n}-\sum_{i \neq 2}^{n} w_{i n}
\end{array}\right]=\left[\begin{array}{c}
0 \\
0 \\
\vdots \\
0
\end{array}\right]
$$

This means that $L \alpha \mathbf{1}=0 \alpha \mathbf{1}$, so 0 is eigenvalue of $L$.
The Laplacian matrix of a network $G$ with symmetric weights is always a symmetric positive semi-definite matrix.

The mathematician Fiedler [35] proved the important result announced in theorem 1, as follows.

Theorem 1. Let $G$ be a graph with $n$ vertices and $L$ its Laplacian matrix with nonnegative and symmetric weights. Let $0 \leq \lambda_{1}(L(G)), \lambda_{2}(L(G)), \ldots, \lambda_{n}(L(G))$ be the ordered eigenvalues of $L$. that a graph $G$ is connected then $\lambda_{1}(L(G))=0$ with the corresponding eigenvector $\mathbf{1}$ and $\lambda_{2}(L(G))>0$.

The eigenvalue $\lambda_{2}(L(G))$, is known as the algebraic connectivity or Fiedler value of the network. Each eigenvector associated with $a(G)$ is known as Fiedler vector. The eigenvalues of $L(G)$ is also a measure for how much the graph is disconnected. For a disconnected graph $G$, the number of eigenvalues equals to zero is equivalent to the number of connected components of $G$ [36]. The algebraic $\left(\lambda_{2}(L(G))\right)$, edge
$(\lambda(G))$ and $\operatorname{vertex}(k(G))$ connectivities are related, according to Theorem 2, proved in [35].

Theorem 2. If $G$ is not a complete graph then $a(G) \leq k(G) \leq \lambda(G)$. For $K_{n}$, $a\left(K_{n}\right)=n$.

It is also used to capture the notion of $k$-connectivity (it is upper bounded by $n)$.
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Figure 2.4: An illustration of the algebraic connectivity $\lambda_{2}(L(G))$ for different graphs.

Since the $L(G)$ is a Hermitian matrix, for non-zero $x$ by the Rayleigh quotient ${ }^{1}$, the $\lambda_{2}(L(G))$ takes the following form [37, 38]:

$$
\begin{equation*}
\lambda_{2}(L(G))=\min _{x \perp \mathbf{1}, x \neq \mathbf{0}} \frac{x^{T} L x}{x^{T} x}=\min _{x \perp \mathbf{1}, x \neq \mathbf{0}} \frac{\sum_{i, j=1}^{n} w_{i j}\left(x_{i}-x_{j}\right)^{2}}{\|x\|^{2}} \tag{2.1}
\end{equation*}
$$

Another important result using the Laplacian Matrix is the Matrix-tree theorem, associated to Kirchhoff, because of his studies in electrical circuits for which he

[^0]proved that the number of spanning trees is given by any cofactor of $L$. As announced in Theorem 3.

Theorem 3. [36] Matrix-tree Theorem

$$
\operatorname{adj}(L)=\tau(G) . J
$$

where $\tau(G)$ is the number of spanning trees of $G$ and $J$ is the matrix with all entries equal to 1 .

### 2.2 Weighting Functions

When dealing with coordination for multi-robot systems, the connectivity is seen as a distance function. Positional solutions consider the Euclidean distance and position the robots accordingly to this distance. Although it is straightforward to deal with that, some solutions though employ some other weighting functions to deal with more realistic radio scenarios. This section describes some of these weighting functions as well as some ratios used by some solutions.

A proximity graph is defined as $G(t)=(V, E(t))$ for which the edge set is dependent on the relative state of the elements of $V$. The adjacency matrix of $G(t)$, defined as $A(t)$, has its elements defined as $[A(t)]_{i j}=w_{i j}$. Where, $w_{i j}$ is a function of the relative state of $V$.

In the case of dealing with electronic chaining algorithms, some authors would rather prefer to use more realistic ratios. Considering for example the Radio Frequency physical space, other than purely distance based functions. During this research, two of these ratios have been noticed: the Signal-to-Noise (SNR) and the Signal-to-Interference and Noise Ratio (SINR).

The Signal-to-Noise, as noted by [39], between two nodes $i$ and $j$ is defined as:

$$
\begin{equation*}
S N R_{i j}=\frac{P_{i j}}{N o_{i}} \tag{2.2}
\end{equation*}
$$

where $P_{i j}$ the the power received by node $i$ from the transmission node $j$, and $N o_{i}$ is the environmental noise seen by node $i$.

Used as the signal model by the solution in [40], the Signal-to-Interference and Noise Ratio (SINR) is also another metric which the link between two agents $i$ and $j$ increases with the improving of communication strength, as well as, it decreases as the environmental noise $\left(N o_{i}\right)$ around node $i$ increases and the interfering communication amongst $i$ 's other neighbors, as seen from the definition in (2.3)
[41]:

$$
\begin{equation*}
S I N R_{i j}=\frac{f_{i j}}{N o_{i}+\sum_{k \in N_{i \backslash j}} f_{i k}} \tag{2.3}
\end{equation*}
$$

where $N_{i \backslash j}$ is the set of neighbors of $i$ that are different from $j, f_{i j}$ is the communication strength over the link $i-j$.

Besides, there are other weighting functions that are based on the Euclidean distance, and when used in spaces free of any obstacles, decay somehow with the increase of the distance. To illustrate, the authors of [29, 37, 38], propose the utilization of weighting functions as the one shown in Figure 2.6. This one in particular is well accepted because it seems to fit at the representation of the wireless signal. In one hand, once a robot is close enough to a neighbor $(\leq \rho)$, the signal strength could reach its maximum value. By the other hand, as the robots increase their distance between each other, the signal decay exponentially until reach the minimum threshold to consider the connected state link as disconnected.

In addition to the weighting function presented in Figure 2.6, the authors of [29, 38] also present other weighting functions of the inter-robot distance, as can be seen in (2.4), (2.6) and (2.7) and with their respective plots in Figures 2.5, 2.7 and 2.8.

$$
f_{a}(d)=\left\{\begin{array}{lc}
1 & \text { if } d \leq \rho_{2}  \tag{2.4}\\
0 & \text { otherwise }
\end{array}\right.
$$

where $d$ is the distance between any pair of nodes and $\rho_{2}$ is the communication threshold.

$$
\begin{equation*}
f_{b}(d)=\left(1 /\left(1+e^{-\alpha(d-\rho)}\right)\right) \tag{2.5}
\end{equation*}
$$

with $\alpha=\left(2 /\left(\rho_{2}-\rho_{1}\right)\right) \log ((1-\epsilon) / \epsilon)$, and $\rho=\left(\rho_{1}+\rho_{2}\right) / 2$

$$
\begin{gather*}
f_{c}(d)= \begin{cases}\left(1 /\left(\rho_{1}-\rho_{2}\right)\right) / d-\left(\rho_{2}\left(\rho_{1}-\rho_{2}\right)\right) & \text { if } \rho_{1} \leq d<\rho_{2} \\
1.0 & \text { if } d<\rho_{1}\end{cases}  \tag{2.6}\\
f_{d}(d)=e^{-\alpha(d-\rho)} \tag{2.7}
\end{gather*}
$$

with $\alpha=\left(1 /\left(\rho_{2}-\rho_{1}\right)\right) \log (1 / \epsilon)$ where $d$ is the distance between any pair of nodes and $\rho_{1}$ is the maximum distance which gives the maximum communication capacity, $\rho_{1}<\rho_{2}<d_{\max }$ is the decay threshold and $d_{\max }$ is the distance with minimum communication.

Now that the necessary background on the graph theoretical related concepts altogether with the notions of weighting functions, the description of the related works follows in the next chapter.


Figure 2.5: (a) A plot of the weighting function defined in (2.4).


Figure 2.7: (c) A plot of the weighting function defined in (2.6).


Figure 2.6: (b) Plot of the weighting function in (2.5).


Figure 2.8: (d) A plot of the weighting function defined in (2.7).

## Chapter 3

## Related Works: Dealing with communication constraints

In this chapter, it is first discussed the static connectivity problem, its correlation with the Steiner tree problem, as well as its complexity (Section 3.1). Furthermore, the connectivity problem is investigated through the description of some works in two separate ways. In Subsection 3.2.1 some relay chain approaches are shown, presenting the complexities of dealing with the stabilization of connectivity between two end points. Moreover, on Section 3.2.2, the approaches for the multi-end points connectivity problem are described in order to present some works and their proposed solutions.

## Notation

- $T$ target set or terminal points. This set can be indexed by time.
- $P$ set of active agents. This set is usually defined when there is situations where the agents can be split in two or more objectives.
- $R$ set of relay agents. The mission of the elements of such set is usually maintain the connectivity or deal with it.
- $R_{\text {comm }}$ it is the communication threshold. If any pair of agents is positioned such that the distance between them is more the $R_{\text {comm }}$, it is said that there is no communication between them.
- $\mathbb{R}^{n \times n}$ space of $n \times n$ matrices.
- $\mathbb{S}^{n}$ space of real symmetric $n \times n$ matrices.
- $I_{n}$ is the identity matrix of order $n$.
- $A \succ B$ and $A \succeq B$ indicate the positive definiteness and positive semidefiniteness of the matrix difference $A-B$ ( $A$ and $B$ being symmetric matrices ${ }^{1}$ ).


### 3.1 The static connectivity problem

This thesis deals with the problem of dynamic positioning a set of agents under connectivity constraints. But before relating the literature review over this theme, it is important to present a branch of the static scenario, which looks for the positioning while the number of employed extra points is also minimized.

Considering the static scenario, where given a set $T$ (with $|T|>2$ ) of stationary targets positioned in an Euclidean Space, and a constant $R_{\text {comm }}>0$ indicating the communication radius, the placement problem consists on finding a set of extra points $C$ and their corresponding positions such that $|C|$ is minimized and the proximity graph generated by the position of such points is connected.

In wireless sensor literature, the placement problem is classified according to two configurations: one-tier, when the relay connection between any pair of sensors is allowed; and the two-tier version that restricts the connection to happen only between terminal-to-relay and relay-to-relay (terminal means terminal points).

In [1], the authors present an Incremental Optimization Delaunay Tree algorithm, called $I O-D T$, which optimally solves the SMT-MSPBEL problem for the case of three terminals. The algorithm iterates over the triangles given by the Delaunay Triangulation solving the problem for each triangle and incrementally composing the global solution. An example of the Delaunay Triangulation applied to 10 random points can be seen in Figure 3.1

The following five definitions would help to understand the further paragraphs ([1]):

Definition 1. The minimum number of Steiner Points (SPs) required for forming a SMT-MSPBEL for two terminals $u$ and $v$ is called the sp-weight and defined as

$$
W_{s p}=\left\lceil\frac{\|d(u, v)\|}{r}\right\rceil-1
$$

where $r$ is the communication radius.
Definition 2. Let $T_{i}$ be a triangle with vertices $(u, v, w)$. The Fermat point (FP) $f_{i}$ for $T_{i}$ is the point that minimizes the sum of the distances from $f_{i}$ to all vertices in $T_{i}$. Given an integer positive constant $r$, the Discrete Fermat Point of a triangle $T(u, v, w)$ is a point $x$ such that minimizes

[^1]

Figure 3.1: Example of the Delaunay Triangulation application over 10 points.

$$
\left\lceil\frac{\|u x\|}{r}\right\rceil+\left\lceil\frac{\|v x\|}{r}\right\rceil+\left\lceil\frac{\|w x\|}{r}\right\rceil
$$

Theorem 4. The number of points, which can possibly be DFP for a $T(u, v, w)$ does not exceed $\left\lceil 4 s(s-|u v|)(s-|u w|)(s-|v w|) / r^{2} \times|u v|+|u w|+|v u| / v w \times|u w| \times|u v|\right\rceil$ where $s$ is the semi-perimeter of $T$.

Definition 3. Let $T_{i}$ be a triangle with vertices $(u, v, w)$ and $x$ a point inside $T_{i}$. The number of relays required for connecting the vertices of $T_{i}$, called $\boldsymbol{f p}$-weight, is denoted by:

$$
W_{f p}\left(T_{i}, x\right)=\left(\left\lceil\frac{\|u x\|}{r}\right\rceil-1\right)+\left(\left\lceil\frac{\|v x\|}{r}\right\rceil-1\right)+\left(\left\lceil\frac{\|w x\|}{r}\right\rceil-1\right)+1
$$

Definition 4. Let $T_{i}$ with vertices $(u, v, w)$. Given a minimum spanning tree $G_{m s t}$ that includes $u, v$, and $w$, assume that $Y_{1}$ and $Y_{2}$ are two paths in $G_{m s t}$ from $u$ to $v$ and from $u$ to $w$, respectively. Let $e_{1}$ and $e_{2}$ be the edges having maximum spweight in $Y_{1}$ and $Y_{2}$, respectively. The mst-weight of $T_{i}$ is denoted and computed as follows:

$$
W_{m s t}\left(T_{i}\right)= \begin{cases}W_{s p}\left(e_{1}\right)+W_{s p}\left(e_{2}\right) & \text { if } e_{1} \neq e_{2} \\ W_{s p}\left(e_{1}\right)+\max \left\{W_{s p}\left(e_{3}\right), W_{s p}\left(e_{4}\right)\right\} & \text { otherwise }\end{cases}
$$

Note that if a triangle $T_{i}$ contains two mst edges $e_{1}=(u, v)$ and $e_{2}=(u, w)$ then the mst-weight of $T_{i}$ will be the sum of $W_{s p}\left(e_{1}\right)$ and $W_{s p}\left(e_{2}\right)$.

Definition 5. The min-weight of a triangle $T_{i}$ is the minimum of mst-weight and dfp-weight of $T_{i}$

$$
W\left(T_{i}\right)=\min W_{s p}\left(T_{i}\right), W_{d f p}\left(T_{i}\right)
$$

The gain of $T_{i}$ is defined by $\operatorname{Gain}\left(T_{i}\right)=W_{m s t}\left(T_{i}\right)-W_{d f p}\left(T_{i}\right)$
The first case treated by [1] is the 3 points case. They define the Discrete Fermat Point (DFP) optimization as the procedure of computing the candidate point of minimum fp-weight. This candidate is elected among a set of intersection points inside the triangle. These intersection points are obtained after drawing circles of radii $r_{i}=\{r, 2 r, \ldots, k r\}$, where $r=R_{\text {comm }}$ and centered at the vertices of the triangle. The Figure 3.2 illustrates their idea. In order to avoid triangles with terminal points inside it, they utilize the Delaunay Triangulation. As a result, the IO-DT outperformed the other heuristics, employing fewer relays and generating nodes with less node degree and expected path length.


Figure 3.2: The intersection points are Steiner candidates [1]. $R$ indicates the $R_{\text {comm }}$.

Despite the approximation factor of IO-DT had not been calculated, the authors showed that its complexity is $O\left(n^{2}\right)$, where $n=|T|$ is the number of terminals. In order to evaluate the performance of their heuristic, they validated IO-DT through simulation in a scenario varying the number of terminals (10 to 25) deployed in random positions inside an area of $1500 \mathrm{~m}^{2}$, with $R_{\text {comm }}=100 \mathrm{~m}$. The authors compare their heuristic with the 3-approximate proposed in [42], SMST [43, 44], and FeSTA (also proposed by the same author) [45].

When $|T|>3$ (and do not form a straight line) the version of the placement problem takes a harder degree of complexity. Cheng et al. [42] modelled the placement problem as an instance of the Steiner tree problem with minimum number of Steiner points and bounded edge-length (STP-MSPBEL for short) [43].

The STP-MSPBEL was proved to be NP-complete by [43] through a reduction of an instance of STP-MSPBEL to an instance of the Euclidean Steiner Minimal Tree (ESMT) [46], that is proved to be at least as difficult as any of the NP-complete
problems. The reduction used by [46] consisted of transforming a discrete version of the ESMT (the superior integer value of the Euclidean distance) in to an instance of the 3-Set cover instance, a well-known NP-complete problem.

To understand a summary of his finding, we borrow the following two definitions from the work in [43]:

Definition 6. DESMT - Discrete Euclidean Steiner minimum tree is defined over a given a set of terminals $T$ of integer-coordinate points in the Euclidean plane, the decision problem is defined as given a positive integer L, does there exist a superset $C \supseteq T$ of integer-coordinate points such that some spanning tree $G_{\text {tree }}$ of $Y$ satisfies $l^{\prime}\left(G_{\text {tree }}\right) \leq L$ ? (where $l^{\prime}(T)$ is the discrete length of tree $\left.G_{\text {tree }}\right)$.

Definition 7. STP-MSPBEL. Given a set $T$ of $m$ terminal points in the twodimensional Euclidean plane, a positive constant $R_{\text {comm }}$, and a non-negative integer L. The problem asks whether there exists a tree spanning a point set $Q \supseteq P$ such that each edge in the tree has a length no greater than $R_{\text {comm }}$ and the number of Steiner points $(C \supseteq T)$ is less than or equal to $L$.

Theorem 5. [43] There is a polynomial time reduction from the DESMT to STPMSPBEL.

After defining the complexity of the correlated placement problem, the remaining of the text is concentrated with the survey on works that deal with some variants of this problem. Furthermore, in [47] the authors approached the problem of finding Pareto-optimal chains that include minimizing the number of relays and maximizing the chain connectivity quality. They considered a scenario with obstacles which the objective consisted of finding the positions of relays in order to connect a fixed base station to a fixed target for surveillance purposes. This scenario is illustrated on Figure 3.3. In their approach, the environment is firstly preprocessed in order to obtain a discretized version of it. Only points where the UAVs could safely navigate and outside of the obstacle areas were considered. For each node in the resulting graph, the preprocessing step also includes the creation of oriented edges to reachable nodes, with associated weights that correspond to the cost of communication to those nodes.


Figure 3.3: Vehicles positioned at $x_{1}, \ldots, x_{4}$ are acting as relays in order to connect a base station $\left(t_{0}=x_{\text {basis }}\right)$ to enable surveillance to a target located at $t_{1}=x_{\text {target }}[2]$.

Olsson et. al. [2] improved the work of [47] by introducing the support for various targets. They first used a cheapest path heuristic to find a first version of the relay tree and thereafter they applied local searches to improve the obtained tree. The cheapest path heuristic works by initializing the tree with the cheapest path from the base station to one of the targets and by adding the other cheapest paths from each target to a non-target node already in the tree.

In order to optimize the relay trees, the authors proposed different optimization criteria, such as generating the least cost tree, the tree using the least number of relays or the least cost tree using at most a fixed number of robots. They proceeded as if the current tree is infeasible, it is first optimized with regard to the number of relays. Once a feasible tree is found, the optimization criterion is changed to finding the least cost feasible tree. This process is repeated until no better improvements are found or the available time runs out. The improvements consisted of identifying nodes that has a number of connexions greater than 2, known as Steiner nodes. The feasible subtrees discarding the non Steiner nodes become substitutive candidates. Current subtrees with higher costs than the candidates are replaced.

In [48] , the authors considered a scenario with obstacles where there is a gateway (it can be seen as a base station) and a number of source spots that should be connected using a minimum number of relay robots. The authors developed two types of algorithms: one based in the optimal link measure and another one based on the approximation of the Steiner tree. In both algorithms, the objective was the selection of the minimum number of randomly deployed robots to compose a backbone connecting the sources to the gateway.

### 3.2 Using mobility to reach connectivity

In the previous Section de hardness of the corresponding problem of finding the minimum number of extra points with limitations on the radius has been described. Besides, some works that tries to find the positioning of such points, while maximizes the signal or minimizes the number of employed points were described. Since this thesis is concerned with connectivity maintenance using mobile robots, the related works is described into two groups, the ones that employs relay chains (section 3.2.1) and the ones that considers the connectivity among more than two endpoints (Section 3.2.2).

### 3.2.1 Relay chain approaches

The simpler scenario considered by this thesis consists of giving connectivity to a set of two points. This Section describes some works concerning this basic scenario. Considering the scheme where the two static points $s$ and $t$, and a set of mobile robots are deployed over the area that contains $s$ and $t$, in [3], the authors considered two different branches for the problem: a) a budget $B$ of the total amount of traveled motion (sumDist); and b) an equal limited amount of movement for each robot (maxDist). The authors announced this problem as the problem of building communication bridges with the objective of minimizing the number of hubs, while simultaneously minimizing the robots' motion. Figure 3.4 illustrate an instance of this problem.


Figure 3.4: An illustration of an instance problem dealt in [3].

As pointed out in [3], one of the major drawbacks of this problem is the lack of an "ordering property" in the optimal solution. By considering the version where there is a limitation on the travelled distance by each robot, the Figure 3.5 illustrates an example of this issue. Suppose $d$ is the maximum travelled distance allowed for a robot and $r$ is the communication radius. Consider two robots $a$ and $b$, located in a way that their respective intervals that lies into the segment $[s, t]$ are $\left[l_{a}, r_{a}\right]$ and
$\left[l_{b}, r_{b}\right]$. It is possible to build instances where the interval $\left[l_{a}, r_{a}\right]$ lies into $\left[l_{b}, r_{b}\right]$. Therefore, despite $r_{a}$ is on the right of $r_{b}$, in the optimal solution the robot $a$ moves to the right of the robot $b$.


Figure 3.5: An illustration of the lack of ordering in a problem instance of the communication bridge construction problem [3].

For the maxDist case, the authors started by selecting a subset $P^{\prime} \subseteq P$ of the deployed relays ( $P$, in order to keep only the relays capable of reaching the line segment between $s$ and $t$. This selection can be seen in Figure 3.4. For each hub $p_{i} \in P^{\prime}$, a line segment $l_{i}:\left[x_{i}-d, x_{i}+d\right]$ is computed. The final location of the hub $p_{i}$ is then picked from $l_{i}$. Therefore, for the final location of $x_{i} \in\left[x_{i}-d, x_{i}+d\right]$ the distance travelled by $p_{i}$ is not greater than $\sqrt{2} d$.

A placement is said to be well-ordered whenever $x_{i} \leq x_{j}$ implicate $x_{i}^{\prime} \leq x_{j}^{\prime}$, for any two hubs $p_{i}$ and $p_{j}$. The authors of [3] claimed that there is an ordering property for the relaxed version of the maxDist problem. They argued that in an optimal placement, let $\left(p_{i}, p_{j}\right)$ be an unordered consecutive pair, for which the respective final locations at $x_{i}^{\prime}$ and $x_{j}^{\prime}$, with $x_{i} \leq x_{j}$ but $x_{i}^{\prime}>x_{j}^{\prime}$. From the relaxed segment assumption, the following items can be observed: i) $x_{i}^{*} \leq x_{i}+d$ and $x_{j}-d \leq x_{j}^{\prime}$ holds; ii) $x_{i} \leq x_{j}$ and $x_{i}^{*}>x_{j}^{\prime}$. From i) and ii), $x_{i}-d \leq x_{j}-d \leq x_{j}^{\prime}<x_{i}^{\prime} \leq x_{i}+d$. From the fact that $x_{i}-d \leq x_{j}^{\prime}<x_{i}^{\prime} \leq x_{i}+d$ holds, hence the robot $p_{i}$ can be moved to $x_{j}^{\prime}$ which is a point that lies into the its feasible region. The same can be done with the robot $p_{j}$.

For the sumDist version, the authors claimed that there is an optimal solution which satisfies an ordering property, when using the $L_{1}$ metric. Using this metric, there exists a well-ordered optimal solution [3]. Suppose $O P T_{1}^{*}$ is an optimal solution with the least number of unordered pairs. Let $p_{i}$ and $p_{j}$ be consecutive hubs in $O P T_{1}^{*}$, such that $x_{i} \leq x_{j}$ but $x_{i}^{\prime} \geq x_{j}^{\prime}$. Let $b=\left|x_{i}-x_{i}^{\prime}\right|+\left|x_{j}-x_{j}^{\prime}\right|$ and $b^{\prime}=\left|x_{i}-x_{j}^{\prime}\right|+\left|x_{j}-x_{i}^{\prime}\right|$ be two budgets. Fixing the locations of $x_{i}$ and $x_{j}$, it may be concluded that swapping
the positions of $p_{i}$ and $p_{j}$ does not increase the total budget, which can be verified by the following situations [3]:

$$
\begin{align*}
c x_{j}^{\prime} & <x_{i}^{\prime} \leq x_{i} \leq x_{j} \rightarrow b=b^{\prime}  \tag{3.1}\\
x_{j}^{\prime} & \leq x_{i}<x_{i}^{\prime} \leq x_{j} \rightarrow b>b^{\prime}  \tag{3.2}\\
x_{j}^{\prime} & \leq x_{i}<x_{j} \leq x_{i}^{\prime} \rightarrow b \geq b^{\prime}  \tag{3.3}\\
x_{i} & \leq x_{j}^{\prime}<x_{i}^{\prime} \leq x_{j} \rightarrow b>b^{\prime}  \tag{3.4}\\
x_{i} & \leq x_{j}^{\prime} \leq x_{j}<x_{i}^{\prime} \rightarrow b \geq b^{\prime}  \tag{3.5}\\
x_{i} & \leq x_{j} \leq x_{j}^{\prime}<x_{i}^{\prime} \rightarrow b=b^{\prime} \tag{3.6}
\end{align*}
$$

Let $\operatorname{OPT}(d)$ be the number of relays in an optimal solution to maxDist with distance constraint $d$. The authors showed that the relation between the unrestricted version $\operatorname{OPT}(d=\infty)=\lceil|s t / r|\rceil-1$ and $\operatorname{OPT}(d)$ is less or equal to 2 (in orther words: $O P T(d) / O P T(\infty) \leq 2)$.

In [4], the authors approached the problem of computing the minimum number of robotic routers (and their motion strategies) in order to maintain the connectivity of a single user to a base station. They assume an upper bound on the number of robots necessary to give connection to the user through the environment, independently the user trajectory. The authors also assume that the robots do not know the user trajectory a priori and the relay robots are aware of the user's position all the time. The approached problem can be defined as: given an environment $\mathcal{P}$ (possibly with obstacles) and a base station $b \in \mathcal{P}$, find the minimum number of robotic routers and their motion strategies such that wherever the user $u$ moves, it is connected to the base station at all times, and the motion and communication constraints are satisfied.

Their results are threefold: a) an approach called EQ-DIST which maintain the Evenly Spaced Property (ESP) on the robot chain between the base station the user in a concave polygon; b) an approach that uses a robotic wrapping arm and a connection arm to handle the scenario with one obstacle in a concave polygon; and c) an approach for the convex polygon with multiple obstacles. Each approach is illustrated in Figures 3.6, 3.7, and 3.8 respectively. The main result of this work consisted of showing that if the robotic routers have the same maximum velocity capacity of the user, then it is possible to move the relay robots in order to maintain the user connected to the base station.


Figure 3.6: The ESP is maintained updating the tangential component of the velocity [4].

The first scenario, with no obstacles, the authors assume that the ESP holds for time (0). This means that the user must wait for the chain initiate the connection before starting to move. Calling $S P(t)$ is a polygonal chain $\left\{p=b, p_{1}, p_{2}, \ldots, p_{j}, u\right\}$, where $b$ represents the basis position, $u$ the user position, and $p_{i}$ the position of the relay robot $i$. A parent node of any point $z$ on $S P$ is defined as the node between $b$ and $z$ that is the closest to $z$. Let $z^{\dagger}(t)$ be the parent node of a point $z(t)$. Lets parameterize the velocity $\dot{z}(t)$ into radial component $\dot{z}_{\|}(t)$ along the segment $\left[z^{\dagger}(t) z(t)\right]$, tangential component $\dot{z}_{\perp}(t)$. Only $u_{\|}$affects the length of $S P$. Let $\lambda=\dot{u}_{\|}(t)$ be a differential change in the length of $S P$. So, to satisfy ESP two things must agree $\dot{r}_{i \|}(t)=\frac{i}{n+1} \dot{u}_{\|}(t)$ and if $r_{i}$ lies between $s$ and $b: \frac{\left|\dot{r}_{i}(t)\right|}{\left|\dot{u}_{\perp}(t)\right|}=\frac{\left\|s r_{i}(t)\right\|}{\|s u(t)\|}$.

The authors handle the one-obstacle situation in convex polygons by employing a wrapping arm formed by robots connecting $b$ to a robot circle rounding the obstacle. Another connecting arm is responsible to maintain the connection between the circled obstacle and the user $u$. In order to control the connecting arm, the authors used EQ-DIST algorithm. Since the wrapping arm does not change over time, the authors do not employ control on it. According to the authors, such strategy uses at most $5 m^{*}$ relay robots, where $m^{*}$ is the minimum number of relay robots to give connection from the base station to the user in a convex polygon.

The last scenario dealt by the authors consider multiple obstacles in a convex polygon. In this case, they assumed the convex hulls of the obstacles are disjoint, then the polygon $\mathcal{P}$ is partitioned into cells, such that each cell is also convex and contains exactly one obstacle. For each cell, they maintain a wrapping arm that connect the obstacle to $b$ and a connecting arm that connects $u$ to that wrapping arm, whenever $u$ is on that cell. The obstacles are partitioned using power diagrams. For a finite set of circles $S$ in $\mathbb{R}^{2}$, the power $\operatorname{diagram}(P D(S))$, is a cell complex that associates each $s \in S$ with the convex domain $\left\{x \in \mathbb{R}^{2} \mid \operatorname{pow}(x, s)<\operatorname{pow}(x, t), \forall t \in\right.$


Figure 3.7: Wrapping arm to over- Figure 3.8: The partition $\mathcal{P}$ into come the obstacle problem [4]. power diagrams [4].
$S \backslash s\}$. Figure 3.8 shows the divided cells as well as an illustration of the strategy.

### 3.2.2 Connection among multiple agents

The work proposed by [49] which dealt with the problem of minimizing movement of a set of sensors for target coverage (MMTC). As shown by the authors, this problem is NP-Complete. This comes from assuming that the universal set of targets can be divided into finite subsets, it is possible to assign a weight between each pair of target and sensor. The problem become a decision problem in which is desired to minimize the weights of subsets covering all points in the universe.

Therefore, the problem become an instance of the weighted set cover problem, which is NP-complete, so as MMTC. The problem is announced as follows: given a number $m$ of targets $T=\left\{t_{i} \mid i=1, \ldots, m\right\}$ with known locations and $n$ mobile sensors $R=\left\{r_{j} \mid j=1, \ldots, n\right\}$ randomly deployed in a given task area $(n \geq m)$, the MMTC problem consists in to move sensors to new positions such that all targets are covered and the total movement of relays is minimized.

The authors modeled the MMTC under the following assumptions: a) each mobile relay has the knowledge of its own position (using a localization service); b) the area has no obstacles; c) the sensors use the disk model for coverage and any target $t_{j}$ is considered as covered if there is at least a relay $r_{j}$ such that $\operatorname{dist}\left(t_{i}, r_{j}\right) \leq$ $R_{\text {comm }}$, where dist is the Euclidean distance and $R_{\text {comm }}$ is the communication radius; and d) the sensor mobility follows a free mobility model, in which sensors can move continuously in any direction and stop anywhere. The authors also assume that
there is a control center to handle the sensors locations, runs the algorithm and broadcast the resulting movements. Therefore, the connectivity among sensors has not been considered in this solution.

Despite the MMTC is NP-complete, they present a special case that arises when the distance between any pair of targets is greater than $2 R_{\text {comm }}$. In such situation, the problem is equivalent to the assignment problem, that consists in assigning one sensor to each target in a way that minimizes the total cost. Then, they proposed a weighting scheme $c_{i j}$ given by the equation 3.7.

$$
c_{i j}= \begin{cases}\operatorname{distance}\left(r_{i}, t_{j}\right)-r_{s}, & \text { if } \operatorname{dist}\left(r_{i}, t_{j}\right)>R_{\text {comm }}  \tag{3.7}\\ 0, & \text { otherwise }\end{cases}
$$

Since $n \geq m$, they added $n-m$ new columns to the weighting matrix with cost equals to 0 assigned to each new cell, in order to get an $n \times n$ matrix. Afterwards, they applied the Hungarian method [50] to solve this special case of the problem in polynomial time.

The general case has been approached through a target based Voronoi greedy algorithm (TV-Greedy). The basic idea of their algorithm consists in divide the targets space into Voronoi cells to group sensors according to their proximity. The main idea of the algorithm is divided and compacted into the following steps: 1) each sensor inside a target's Voronoi cell is called a server to this target; 2) in each target's own servers group (OSG) the closest sensor is called chief server and a the non-chief server is called aid server if it is the closest to the target's neighbours. Two targets $t_{j}$ and $t_{i}$ are neighbors if they share the same Voronoi vertex; 3) the target's Candidate Server Group (CSG) is the union of the target's own chief server with the aid server(s) from the target's neighbours.

The maximization of the global connectivity of a team of agents was considered by Kim et. al. in [38]. They proposed a model based on the weighted Laplacian graph for which the following weight function $\epsilon^{\left(\rho_{1}-d_{i j}\right) /\left(\rho_{1}-\rho_{2}\right)} \epsilon>0$ (weighting function displayed in 2.5) was used to measure the connection between each pair of agents $i, j$. They proposed a discrete and greedy algorithm on a linear approximation of the problem. The problem consists in maximizing the global connectivity through the following model:

$$
\begin{equation*}
\max _{x} \lambda_{2}(L(G(x))) \tag{3.8}
\end{equation*}
$$

where $x=\left[x_{1}, x_{2}, \ldots, x_{m}\right]$ are the position of the relays, $\lambda_{2}(\circ)$ is the second smallest eigenvalue as a function of a Laplacian matrix, and $L(G(x))$ is the Laplacian matrix of the proximity graph induced by the position of the relays. In order to prevent the agents of getting too close, they added the restriction: dist $_{i j}:=\| x_{i}-$
$x_{j} \|^{2} \geq \rho_{\text {safe }}$, for all $i \neq j$, where $\rho_{\text {safe }}$ is a safety threshold.
Let $L=L(G(x))$ and $\mathbf{1}=[1,1, \ldots, 1]$ be the unitary vector whose all coordinates are equal to 1 , then the authors propose that $\lambda_{2}(L)>0 \equiv Q^{T} L Q>0$ where $Q=$ $\left[q_{1}, q_{2}, \ldots, q_{m-1}\right]$, and $q_{i} \in \mathbb{R}^{m}$ are unit vectors such that $q_{i}^{T} \mathbf{1}=0,(i=1,2, \ldots, m-1)$ and $q_{i}^{T} q_{j}=0,(i \neq j)$. So, we will have $\lambda_{2}(L)>0 \equiv x^{T} L x>0$ for all non-zero $x \in \mathbf{1}^{\perp}$ where $\mathbf{1}^{\perp}=\left\{x \in \mathbb{R}^{m} \mid \mathbf{1}^{T} x=0\right\}$. In this way, the model in 3.8 becomes:

$$
\begin{array}{r}
\max _{x} \gamma \\
\text { s.t. } \text { dist }_{i j}:=\left\|x_{i}-x_{j}\right\|^{2} \geq \rho_{\text {safe }} \\
Q^{T} L(G(x)) Q \geq \gamma I_{n-1} \tag{3.11}
\end{array}
$$

where $i=1,2, \ldots, m-1, j=2, \ldots, m, i<j$, and the pairwise orthogonal unit vectors $q_{i}$ 's forming the columns of $Q$ span the subspace $\mathbf{1}^{\perp}$.

In order to solve the model in (3.9) under restrictions (3.10) and (3.11), the authors proposed an iterative and greedy algorithm. The first step towards the solution consists in differentiate the distance function dist ${ }_{i j}:=\left\|x_{i}-x_{j}\right\|^{2} \geq$ $\rho_{\text {safe }}$. The authors used the Euler first discretization method to differentiate $2\left\{\dot{x}_{t}^{i}-\dot{x}_{t}^{j}\right\}^{T}\left\{x_{t}^{i}-x_{t}^{j}\right\}=$ dist $_{i j}$. Then, $x_{t}=x_{k}$, $\dot{x}_{t}$ become $\frac{x_{k+1}-x_{k}}{\Delta t}$ producing: $2\left\{x_{k+1}^{i}-x_{k+1}^{j}\right\}^{T} x_{k}^{i}-x_{k}^{j}=\operatorname{dist}_{i j}\left(x_{k+1}\right)+\operatorname{dist}_{i j}\left(x_{k}\right)$. In this way, the weighting function becomes $w_{i j}\left(x_{k+1}\right)=w_{i j}\left(x_{k}\right)-\epsilon^{\left(\rho_{1}-\operatorname{dist}_{i j}\left(x_{k}\right)\right) /\left(\rho_{1}-\rho_{2}\right)} \operatorname{dist}_{i j}\left(x_{k+1}\right)-\operatorname{dist}_{i j}\left(x_{k}\right)$.

The proposed iterative step of solving the optimization model:

$$
\begin{array}{r}
\max _{x_{k+1}} \gamma \\
\text { s.t. } \\
2\left\{x_{k+1}^{i}-x_{k+1}^{j}\right\}^{T} x_{k}^{i}-x_{k}^{j}=\operatorname{dist}_{i j}\left(x_{k+1}+\operatorname{dist}_{i j}\left(x_{k}\right)\right. \\
\operatorname{dist}_{i j}\left(x_{k+1}\right) \geq \rho_{1} \\
Q^{T} L\left(G\left(x_{k+1}\right)\right) Q \geq \gamma I_{n-1} \tag{3.16}
\end{array}
$$

where $i=1,2, \ldots, m-1, j=2, \ldots, m, i<j$ and $x_{k}:=\left[x_{k}^{1}, x_{2}(k), \ldots, x_{k}^{m}\right]^{T} \in$ $\mathbb{R}^{3 m}$. Finally, they proceed to find a graph that maximizes $\lambda_{2}\left(L\left(G\left(x_{k+1}\right)\right)\right)$ until $\lambda_{2}\left(L\left(G\left(x_{k}\right)\right)\right)$ can not be improved further.

Sharing the same objectives of [38], in [37], the authors applied a supergradient algorithm in conjunction with e Decentralized Orthogonal Iteration Algorithm used to compute spectral analysis (proposed in [51]). They proceeded to maximize the second smallest eigenvalue of the Laplacian matrix associated with the proximity graph represented by the network of agents. In order to get the robots navigating toward the points that maximizes the connectivity $\left(\lambda_{2}\right)$, they used potential based
control laws that make use of only information from the agent's neighbors. With this information at hand, each agent is able to update its control law at each iteration step.

Moreover, [5] the authors considered a mixed integer linear programming approach for a pursuit evasion problem with included optional connectivity constraints. In their work, they propose a model for which the decision variables include a occupancy plan for a set of $N$ pursuers trying to clear (cover) a given area. In their approach, the area is discretized into $J$ cells, for which labels should be associated to them over a discretized version of time. Given an amount $K$ of time, the model search for the set of labeling positions to $N$ pursuers, that can move at a max speed of one cell per instant of time. The environment consisted of a 2D area with obstacles, as can be seen in Figure 3.9.

(a)

(b)

Figure 3.9: Illustration of a solution reached by the approach proposed by [5]. There are two iterations of the algorithm, for with presents the start and end of pursuers positions in order to clear the given area. Triangles, circles and squares mean start, occupancy and stop of a pursuer, respectively.

When dealing with the optional connectivity constraints, the authors of [5] considered two models: a) a general line-of-sight graph; and b) a star shaped line-of-sight graph, that the agents should be connected at a given instant of time $k^{\prime}$. It turns out that their approach does not consider the depart point, i.e., the algorithm also decides from where the pursuers should depart of. Their approach is based on the number of cells for which the environment is divided, this means that the number of decision variables is bounded by the amount of cells used in the partition of the search area. Furthermore, there is no fixed connection limitations on the analyzed graphs, i.e., no matter the traveled distance, a pursuer can connect to another one as long as the line-of-sight condition holds. Figure 3.9 shows an example of solution for which the line-of-sight requirement is reached in the end of each iteration.

Also using discretized version of the search area, in [6] the authors approached the frontier-based exploration problem with connectivity constraints. In the frontierbased exploration problem, the frontier is defined as the collection of regions on the
boundary between open and unexplored space [52]. The authors present an extension of frontier-based exploration where the robots constantly maintain a distributed network structure, i.e, where they are constantly in contact with each other. It is based on a utility function, which weights the benefits of exploring unknown territory vs the goal of keeping communication intact. The scenario can be seen in Figure 3.10.

Actions for the robot navigation

| NW | $N$ | NE |
| :---: | :---: | :---: |
| $W$ | Stay | $E$ |
| SW | S | SE |

Figure 3.10: Illustration of a solution reached by the approach proposed by [6].

As can be seen in Figure 3.10, at each instant of time, the robot has at most 9 (nine) destination cells to go. Considering a team of $n$ robots, this produces $9^{n}$ different configurations. In order to get over this problem, the authors proceeded to randomly generating a limited number of new configurations and choosing the best one, according to an utility function. Furthermore, they analysed two scenarios for the communication constraints. A first scenario considered a fixed base station where the robots should stay connected with. The second scenario considered the team of explorers to navigate through the area maintaining the connectivity among them.

The way the authors dealt with the indoor exploration leads to deadlock situations (as the one shown in Figure 3.10). The authors proposed a deadlock recover algorithm and when the robots get stuck, they break the connectivity constraint and meet at a common point. After the deadlock problem is solved, the robots come back to the exploration mode. Empirical experiments showed that a deadlock recover algorithm allowed the robots to explore the total indoor area.

Local coordination strategies for the formation problem, for which the agreement problem has been focused, was developed in [53]. They produced the control law exposed in equation 3.17 , for which the agents asymptotically approach the same
point as long as the underlying graph is connected for all times.

$$
\begin{equation*}
\dot{x}_{i}=-\sum_{j \in \mathcal{N}_{i}}\left(x_{i}-x_{j}\right), \quad i=1, \ldots, N \tag{3.17}
\end{equation*}
$$

where $N$ is the number of agents, $x$ is the position vector, and $\mathcal{N}_{i}$ is the set of neighbours of agent $i$.

In the other hand, Ji and Egersted [54] showed that when dealing with proximity graphs, the $\Delta$-disk dynamic graph, for example, the control law in 3.17 fails in terms of maintaining the underlying graph connected. A $\Delta$-disk dynamic graph is defined as $G(t)=(V, E(t))$ where $\left(v_{i}, v_{j}\right)=\left(v_{j}, v_{i}\right) \in E(T)$, if and only if $\left|x_{i}(t)-x_{j}(t)\right| \leq \Delta$. In order to overcome this problem, Ji and Egersted [54] proposed the control law given by equation 3.18.

$$
\begin{equation*}
\dot{x}_{i}=-\sum_{j \in \mathcal{N}_{i}} \frac{2 \delta-\left\|l_{i j}(x)\right\|}{\left(\delta-\left\|l_{i j}(x)\right\|\right)^{2}}\left(x_{i}-x_{j}\right) \tag{3.18}
\end{equation*}
$$

where $x$ is the position vector, and $\mathcal{N}_{i}$ is the set of neighbours of agent $i, l_{i j}=x_{i}-x_{j}$, and $\delta$ is the communication radius. As shown in [54], the control law established in 3.18 works for a fixed topology and the initial graph should be connected. Under these conditions, the multi-agent system converges to the same point (consensus).

The authors also considered the dynamic graph case. They introduced an indicator function $\sigma(i, j)$ (equation 3.19) in order to produce a hysteresis into the process of adding edges to the underlying graph. It is important to note that there is no control of link deletions. Only adding links is allowed by this protocol. Therefore, the control law established into equation 3.18 together with the indicator function 3.19 solves the rendezvous problem under the dynamic graphs.

$$
\sigma(i, j)[t+1]= \begin{cases}0 & \text { if } \sigma(i, j)[t]=0 \wedge\left\|l_{i j}\right\|>\Delta-\epsilon  \tag{3.19}\\ 1 & \text { otherwise }\end{cases}
$$

In $[55,56]$, the authors designed a distributed protocol to control link additions and deletions from the network. The agents keep an estimated state of the underlying graph by means of message passing only. Using the estimation of the whole network, they control each deletion and each action of addition and deletion. The deletion and addition of links are done only once at a time and the link to be deleted or added is decided using an auction based algorithm. When the network reaches a consensus value, the involved nodes gossip the deletion information through the other neighbours in the network. Deciding on deletion of a link is only possible if the algebraic connectivity of the estimated underlying graph, kept in each agent, does not decrease to zero after the deletion of such link.

In order to add mobility to the proposed solution, the authors of [55, 56] added potential fields that blow up whenever the states tend to violate the topology established between time intervals. This means that the topology is controlled as afore mentioned, in given instants of time and in-between the agents that may navigate in a continuous way. Therefore, considering that $x_{i j}=x_{i}-x_{j}$, where $x$ denotes the state of the agent, the authors defined the potential functions as described by equation 3.21:

$$
\begin{array}{r}
\varphi_{i}=\sum_{j \in \mathcal{N}_{i}} \varphi_{i j} \\
\varphi_{i j}\left(x_{i j}\right)=\frac{1}{\left\|x_{i j}\right\|^{2}}+\frac{1}{R_{c o m m}^{2}-\left\|x_{i j}\right\|_{2}^{2}} \tag{3.21}
\end{array}
$$

where $R_{\text {comm }}$ is the connectivity threshold, $\mathcal{N}_{i}$ is the neighborhood of $i$.
Based on the equations 3.20 and 3.21, the authors came up with the control: $u_{i}(t)=-K \nabla \varphi_{i}(t)$, for which it is guaranteed that all links in the underlying topology are maintained and collisions are avoided. These models were tested through simulations using the Gazebo and Player [57] simulators as well as into real robots [58].

In [59], the authors evaluate the RSSI (Received Signal Strength Indicator), throughput and packet loss rate as link quality metrics while present the corresponding control schemes for the distributed control of a team of robots in order to maintain the connection among them. In their approach, the authors aim to present a solution that allows the robots to dynamically reconfigure themselves to maintain reliable communication links.

The authors used the Delaunay Triangulation scheme to build the one-hop network information. The network was represented using a matrix of adjacency $A$ where the connectivity info between a pair of robots $r_{i}$ and $r_{j}$ is filled by the following scheme:

$$
A_{i j} \triangleq \begin{cases}\Delta_{i j}, & \| \text { dist }_{i j} \|<\rho_{1} \\ 0, & \| \text { dist }_{i j} \|>R_{\text {comm }} \\ \exp \left[\frac{-5\left(\left\|d i s t_{i j}\right\|-\rho\right)}{R_{\text {comm }}-\rho_{1}}\right], & \text { otherwise }\end{cases}
$$

where $\Delta_{i j}$ is a measure of signal strength between $i$ and $j$, for each pair $(i, j)$ such that $i$ is neighbor of $j$ according to the Delaunay Triangulation, $\rho_{1}$ is a communication signal quality threshold and $R_{\text {comm }}$ is the communication threshold . For all other robots not in the neighborhood of $i, A_{i j}=0$.

As the Delaunay triangulation is time consuming for a multi-robot system, the
authors proposed a decentralized, potential field based method to cooperate to repair the communication link. The performance index or candidate Lyapunov function is defined as:

$$
\begin{equation*}
V_{i}=\frac{1}{2} \sum_{j=1}^{N_{i}} k_{i p}\left(a_{i j}-c_{i j}\right)^{2}+\frac{1}{2} k_{i v}\left\|v_{i}\right\|^{2} \tag{3.22}
\end{equation*}
$$

where $v_{i}$ is the velocity, $c_{i j}$ is the desired RSSI value, $k_{i p}$ is the potential energy and $k_{i v}$ is the kinetic energy of the robot. The control input is derived by:

$$
\begin{gather*}
u_{i}=-\frac{\partial V_{i}}{\partial a_{i}}-\frac{\partial V_{i}}{\partial v_{i}}  \tag{3.23}\\
u_{i}=-\sum_{j=1}^{N_{i}} k_{i p}\left(a_{i j}-c_{i j}\right) \frac{p_{i j}}{a_{i j}}-k_{i v} v_{i} \tag{3.24}
\end{gather*}
$$

According to the authors, these are the necessary conditions for controlling $R_{i}$ to keep the connection. In order to evaluate their approach, the authors proposed two scenarios: Self-configuration and Self-healing; and Tethering and Intelligent Relays. Tethering is the process for which the robot network become a chain, stretching in order to enable a robot to reach the most away point, in a way that each robot has at most two neighbours. While self-healing or self-configuration the robots should pass from a disconnected to a connected configuration.

Despite proposing a distributed algorithm for tethering and self-healing, this approach rely on a central unit for managing the robots in a centralized fashion. Their work is main characterized by evaluating real metrics (such as RSSI) instead of distance, on the link quality and stability of their control scheme. Despite that, the team of robots need a leader from who the commands are given.

The authors of [40] propose the use of $m$ UAVs to provide communication network for a group of ground vehicles. Aerial vehicles are controlled via a generalized gradient decent method, where the controller takes the form:

$$
\begin{equation*}
\dot{x}_{i}=-\operatorname{Ln}(\partial H)\left(x_{i}\right) \tag{3.25}
\end{equation*}
$$

where $\operatorname{Ln}(\partial H)\left(x_{i}\right): R^{d} \rightarrow R^{d}$ is the generalized gradient vector field, and $-\operatorname{Ln}(\partial H)\left(x_{i}\right)$ is the direction of decent of $H$ at $x_{i} \in R^{d}$. Their cost function incorporates a measure of signal known as the Signal-to-Interference and Noise Ratio (SINR) defined as [41]:

$$
\begin{equation*}
S I N R_{i j}=\frac{f_{i j}}{N_{i}+\sum_{k \in \mathcal{N}_{i} \backslash j} f_{i j}} \tag{3.26}
\end{equation*}
$$

where $f_{i j}$ is the communication strength (defined further) over the link $i-j, \mathcal{N}_{i \backslash j}$ is
the set of neighbors of $i$ not including $j$, and $N_{i}$ is the environmental noise around $i$. They defined $f_{i j}$ as:

$$
f_{i j}= \begin{cases}\frac{P_{0}}{d_{i s t_{i j}^{\alpha}+1}}-C & , \text { dist }_{i j}<R_{\text {comm }}  \tag{3.27}\\ 0 & , \text { dist }_{i j} \geq R_{\text {comm }}\end{cases}
$$

where $C=\frac{P_{0}}{R_{\text {comm }}^{\alpha}}$ is a constant to ensure continuity at $d i s t_{i j}=R_{\text {comm }}$. It can be seen that $f_{i j}$ has a non-smooth transition to zero at dist $_{i j}=R_{\text {comm }}$, this is used to model loss of communication between two vehicles over distances greater than $R_{\text {comm }}$. The cost function $H$ is then defined by the authors as:

$$
\begin{equation*}
H=\sum_{i} \sum_{j \neq i}-S I N R_{i j}+\frac{\lambda}{S I N R_{i j}+\delta} \tag{3.28}
\end{equation*}
$$

where the term $\delta \in(0,1]$ is included to give continuity to the function when agents $i, j$ become disconnected (the value of $S I N R_{i j}$ goes to 0 ). Despite the cost function being global, the control of each agent is local. From the equation 3.28, a higher weight on the second term contribute to agents equalize their SINR values amongst their neighbors. On the other hand, if the first term has a higher weight, the agents will greedily improve individual SINR links.

The authors present two approaches for connectivity maintenance. The first approach identifies the minimum cost of a disconnected network, and requires that the initial conditions of any network are below this value. The second approach is to find a critical value of $\lambda$ in 3.28 such that the UAVs never move outside $R$ from their neighbors.

The authors define the cost of a disconnected graph as:

$$
\begin{gather*}
H_{d}=2(N-1) \frac{\lambda}{\delta}+\sum_{u \neq s} \sum_{w \neq s}-S I N R_{u v}+\lambda\left(S I N R_{u w}+\delta\right)^{-1}  \tag{3.29}\\
H_{d_{\min }}=2 N(N-1) \frac{\lambda}{\delta}-(N-1)(N-2)\left(\left(P_{0}-C\right)-\lambda\left(\left(P_{0}-C\right)+\delta\right)^{-1}\right) \tag{3.30}
\end{gather*}
$$

Thus, they concluded that if the initial configuration has a cost $H_{i n i t i a l}<H_{d_{\text {min }}}$ then the UAVs will remain connected all the time. In order to ensure that an agent $i$ will not move outside the communication radius $R$ from a neighbour $j$, the authors defined the value of $\lambda_{\text {crt }}$. This value is achieved making the product $\frac{\partial H^{T}}{\partial x_{i}}\left(x_{i}-x_{j}\right)=0$. In this way, according to the authors, the agent $i$ will never move further than the distance $R$ away from $j, \forall j \in \mathcal{N}_{i}$.

In [60], the authors adapted the power iteration method of estimation of eigenvalues and eigenvectors in order to obtain a continuous-time decentralized
algorithm for estimation of $\lambda_{2}$ using only the information of one-hop neighbours. Using such algorithm, they propose a control scheme to increase the connectivity measure of a team of $n$ agents.

$$
\begin{equation*}
\lambda_{2}=\min _{x \perp \mathbf{1}, x \neq 0} \frac{x^{T} L x}{x^{T} x}=\min _{x \perp \mathbf{1}, x \neq 0} \frac{\sum_{(i, j) \in E} A_{i j}\left(x^{i}-x^{j}\right)^{2}}{x^{T} x} \tag{3.31}
\end{equation*}
$$

where $A_{i j}$ is the adjacency matrix defined according to equation 3.32.

$$
A_{i j}= \begin{cases}e^{-\left\|p^{i}-p^{j}\right\|_{2}^{2} / 2 \sigma^{2}} & \text { if }\left\|p^{i}-p^{j}\right\|_{2} \leq r  \tag{3.32}\\ 0 & \text { otherwise }\end{cases}
$$

where $r$ is the communication threshold, $p^{k}$ is the position of agent $k$, and $\sigma$ is chosen such that $e^{-r^{2} / 2 \sigma^{2}}=\epsilon$, with $\epsilon$ being a small predefined threshold.

In order to clarify about the motion control, the authors first observed that given the normalized eigenvector $\hat{v}_{2}$ (such that $\left\|\hat{v}_{2}\right\|=1$ ) corresponding to $\lambda_{2}$. Considering the values associated to $A_{i j}$, they concluded the control of agent $k$ as

$$
\begin{equation*}
u^{k}=\sum_{(k, j) \in E}-A_{k j}\left(\tilde{v}_{2}^{k}-\tilde{v}_{2}^{j}\right)^{2} \frac{p^{k}-p^{j}}{\sigma^{2}} \tag{3.33}
\end{equation*}
$$

The authors conducted a simulation in a 2D environment with a group of 6 nodes, 3 playing the role of leaders and 3 followers. The leader robots used the same sinusoidal motion model given by the equation 3.34, while the followers used the control law in 3.33. According to the authors, the follower robots could move in the environment maintaining the connectivity.

$$
\begin{array}{r}
\dot{p}_{x}^{i}(t)=-0.2 \\
\dot{p}_{y}^{i}(t)=0.5 \cos \left(p_{x}^{i}\right) \tag{3.34}
\end{array}
$$

Lindhé et. al. [61] addressed the problem of coordinating a set of $N$ robots with their path established a priori, such that the agents could maintain visual connectivity for all times during the path traversal in a space with obstacles [61] . They handled the problem using a rapidly exploring random trees (RRT) algorithm. In their approach, they proposed a outage detector algorithm which calculates the amount of success from a configuration $q_{i}$ towards a given point $y$ before any link of the system could be blocked by an obstacle. In their findings, they observed that because the RRT algorithm is only probabilistically complete, i.e. the method cannot in finite time conclude that a problem is unsolvable, the stop procedure decision is still heuristic.

In [62], the authors presented an extension to the Darwinian Particle Swarm

Optimization (DPSO) algorithm, which they named Robot DPSO (RDPSO), incorporating three key aspects: a) social exclusion and inclusion; b) obstacle avoidance; and c) ensuring MANET ${ }^{2}$ connectivity. The Darwinian PSO [63] is an extended version of the traditional PSO algorithm in a way that natural selection or survival-of-the-fittest is added in order to enhance the chances for escaping from local optima. In the RDPSO, each agent in the swarm is represented by a particle. As inherited by the PSO, the particles move in a multidimensional space in a certain velocity. Each particle position and velocity are denoted by $x_{i}[t]$ and $v_{i}[t]$, respectively. Those vectors are updated using the following rules:

$$
\begin{align*}
& v_{i}[t+1]=c_{0} v_{i}[t]+c_{1} r_{1}\left(\hat{g}_{i}[t]-x_{i}[t]\right) \\
&+c_{2} r_{2}\left(\hat{x}_{i}[t]-x_{i}[t]\right) \\
&+c_{3} r_{3}\left(\hat{X}_{i}[t]-x_{i}[t]\right) \\
&+ c_{4} r_{4}\left(\hat{X}_{i}^{m}[t]-x_{i}[t]\right)  \tag{3.35}\\
& x_{i}[t+1]=x_{i}[t]+v_{i}[t+1] \tag{3.36}
\end{align*}
$$

where $r_{i}$ is a random vector with entries in the interval $[0,1], c_{0}, c_{1}, c_{2}, c_{3}$ and $c_{4}$ are weights for the inertial influence, the global best, the local best and the obstacle avoidance, communication ensuring, respectively. $\hat{X}_{i}^{m}$ is the position of the nearest neighbour of robot $i+R_{\text {comm }}$ (the communication radius).

In order to handle the connectivity, the authors utilize the multi-hop paradigm. In such model, they use the sum of powers of the adjacency matrix to capture the broken links. Despite the multi-swarm approach, the authors highlight that every robot need to be aware of the signal quality or position of all other swarm members. This is mandatory to calculate the matrix of connectivity. Their approach was validated experimentally through simulations with robots being deployed in an outdoor scenario of $300 \times 300$ meters. In this scenario, the obstacles were deployed randomly with a non-defined regular density. Since the RDPSO is stochastic, they took the data from 100 trials with 300 iterations. The number of swarms was varied from 1,3 and 6 . The search objective is represented by a Gaussian distribution.

Furthermore, beyond the no-limited (i.e. $R_{\text {comm }} \rightarrow \infty$ ) scenario, three other connectivity technologies were evaluated: WiFI, ZigBee and Bluetooth, which in practice represents an assignment to the $R_{\text {comm }}$ value respectively of $100 \mathrm{~m}, 55 \mathrm{~m}$ and 10 m . Under the exposed scenario, their approach showed that for the no-limited situation, it was necessary at least 15 robots to get to the maximum of the objective search, followed by up to 21 robots using WiFi, and up to 27 robots to the ZigBee

[^2]and Bluetooh cases. It is important to report that the max network neighboring capabilities of such network technologies have not been considered. For example, each network (piconet) using the Bluetooth can only be formed by 8 nodes.

In [64], the authors handled the formation problem reconfiguration of multi-UAVs under more realistic physical dynamics of the UAVs. (formation reconfiguration problem definition here). They formulated the reconfiguration problem as a parameterized optimal control problem. For the parameterization, they used the Control Parameterization and Time Discretization (CPTD) method proposed by [65]. The authors modelled the formation control using the energy function exposed in the following equation:

$$
\begin{array}{r}
J=\min _{\Omega, \Delta t_{p}}\left\{\left(n_{p} \Delta t_{p}\right)+\sigma g_{1}(\Omega, \Delta t)\right. \\
+\sum_{i=1}^{N-1} \sum_{j=i+1}^{N}\left[\sigma_{i j} \max \left(0, R_{\text {safe }}-d_{i j}\left(x_{i}(t), x_{j}(t)\right)\right)\right. \\
\left.+\sigma_{i j}^{\prime} \max \left(0, d_{i j}\left(x_{i}(t), x_{j}(t)\right)-R_{\text {comm }}\right)\right] \tag{3.37}
\end{array}
$$

where $\Omega$ and $\Delta t_{p}$ are the parameterized control matrix and the time interval in the use of the piece-linear function approximation of the non-linear control. The constraint $g_{1}$ limits each entry on the control matrix $\Omega$ to respect the limits defined by the control inputs. $R_{\text {safe }}$ is the safe distance for which the UAVs should maintain to avoid impact. Furthermore, $R_{\text {comm }}$ is the communication radius and the $\sigma$ parameters are appropriate weights.

In order to solve the reconfiguration formation problem, Duan et.al [64] developed a hybrid PSO and Genetic Algorithm to minimize the energy function defined in (3.37). The authors validated their approach experimentally using a 6 degree UAV dynamic function. It is important to highlight that there is no topology changing protocol in their approach. By the equation (3.37), it can be seen that the only considered topology is the complete graph.

### 3.3 Final remarks about the connectivity problem

Based on the aforementioned works, it can be concluded that the positioning of a group of agents in order to keep the global connectivity is still an active research field. Therefore, it is believed that there are still a lot of work towards the development of new methods and control schemes for the connectivity problem. In this thesis, it is considered a discrete time model where some computational approaches are proposed in order to deal with the connectivity maintenance in a tracking system where a group of pursuers want to capture/follow a group of targets, and the connectivity
is maintained through the positioning of a set of relays. The first approach for this problem is covered in the next chapter.

## Chapter 4

## Quadratic Programming with linear restrictions

We consider the problem of positioning pursuers and relays in a way that minimizes the average distance between targets and pursuers, subject to movement and connectivity constraints. Our first approach consists in formulating at each stage of time a linear quadratic problem. This problem is solved by a recurrent neural network associated to its primal-dual optimality conditions.

### 4.1 Introduction to the model

Let $P=\left\{p^{1}, p^{2}, \ldots, p^{N}\right\}$ be a set of pursuers which have the mission of move towards a set of targets $\Theta=\left\{\theta^{1}, \theta^{2}, \ldots, \theta^{N}\right\}$, for which members have unknown trajectories with bounded velocities. Let $R=\left\{r^{1}, r^{2}, \ldots, r^{M}\right\}$ be a set of relays, whose mission is to position themselves in order to provide connectivity among the elements of $P$. We consider the time is discrete, i.e., from instant $k$ to $k+1$ the targets make a move while the pursuers and relays have to decide over their positioning. This problem can be modeled as a quadratic programming model for which it is desired to minimize the average distance among the elements of $P$ and $\Theta$, while the proximity graph induced by the positioning of elements in $P \cup R$ is connected.

In order to introduce the time index, let $P_{k}=\left\{p_{k}^{1}, p_{k}^{2}, \ldots, p_{k}^{N}\right\}$, be the pursuers position in instant time $k$, such that $p_{k}^{i} \in \mathbb{R}^{2}$ (Cartesian Plane). Let the sets $\Theta_{k}$ and $R_{k}$ be similarly defined. In this way, the quadratic model of the aforementioned problem is given by equations (4.1), (4.2) and (4.3).

$$
\begin{array}{r}
\min _{i \in\{1,2, \ldots, N\}} \frac{1}{N} \sum_{i}^{N}\left(p_{k+1}^{i}-\theta_{k}^{i}\right)^{2} \\
\left(x_{k}-x_{k+1}\right)^{2} \leq R_{\text {step }}^{2} \quad \forall x \in P \cup R \\
G\left(R_{k+1} \cup P_{k+1}\right) \text { is connected }
\end{array}
$$

where, $G(\mathbf{X})$ is the proximity graph induced by the 2D positions of the elements of $\mathbf{X}$, and $R_{\text {step }}$ is the maximum step size an agent can travel from instant $k$ to $k+1$.

The constraint (4.2) is straightforward for representing the movement restriction of agents, from time step $k$ to $k+1$. On the other hand, constraint (4.3) could be cumbersome to handle. Furthermore, the constraint (4.3) does not impose restrictions on the connected classes the graph should be in. But, if we consider only the class of trees, since a tree is the connected graph with the minimum number of edges, then according to Cayley [66], the number of possible labeled trees with $n$ vertices is $n^{n-2}$.

In this way, we consider a fixed tree $T$ whose vertices are given by $1, \ldots, N+M$ which are related with the set of vehicles $P_{k+1} \cup R_{k+1}$. Therefore, the restriction (4.3) becomes:

$$
\begin{align*}
& \forall(i, j) \in E(T) \\
& \quad\left(x_{k+1}^{i}-x_{k+1}^{j}\right)^{2} \leq R_{c o m m}^{2} \quad x_{l} \in R_{k+1} \cup P_{k+1} \tag{4.4}
\end{align*}
$$

where, $E(T)$ is the set of edges of the fixed structure $T$ and $R_{\text {comm }}$ is the maximum communication radius.

In this first version of the proposed solution, we assume that the network structure is fixed ( T ) for all simulated seconds. We concentrate on solving efficiently the positioning problem. When considering the problem using as presented by the previous model (equations 4.1, 4.2 and 4.4), it leads to a class of non-linear programming called quadratic problem with quadratic constraints (QPQC). In such discipline, a good feature is to know if the problem is concave or convex in order to apply the proper algorithms to solve it. In order to discuss that, suppose the following generic QPQC problem:

$$
\begin{array}{r}
\min _{x} x^{T} M_{0} x+q_{0}^{T} x \\
\text { s.t. }: \\
x^{T} M_{i} x+q_{i}^{T} x \leq b_{i} \tag{4.6}
\end{array}
$$

if all $M_{i}(i=0, \ldots, n)$ matrices are semi-definite positive, then the problem is convex [67]. However, in this chapter we deal with a relaxed version of the problem. Instead of considering the Euclidean distance, we use the Manhattan distance. This leads to a quadratic programming model with quadratic objective and linear restrictions. This model is presented in the next section.

### 4.2 Proposed mathematical programming model

In the considered scenario, we consider the case in which a set of $N$ agents (pursuers) are pursuing a set of $N$ targets, on a limited Cartesian plane such as:

$$
\begin{array}{r}
X_{\min } \leq x \leq X_{\max } \\
Y_{\min } \leq y \leq Y_{\max } \tag{4.8}
\end{array}
$$

where $X_{\min }, X_{\max }, Y_{\min }$ and $Y_{\max }$ defines the boundaries of the Cartesian plane, as well as $x$ and $y$ means the coordinates of a vehicle. Furthermore, we also consider positioning a set of $M$ mobile connecting devices (relays) which are used to maintain communication between the pursuers. It is supposed that to each pursuer $p_{i}$ is assigned a target $t_{i}, i=1, \ldots, N$, while the communication structure is given by a tree $(T)$ whose nodes are relays $r_{j}, j=1, \ldots, M$ and the leaves of $T$ are pursuers as shown in Figure 4.1.


Figure 4.1: Considered scenario.

Here, the time is discretized and at time $k-1$ the positions of the targets are given by their Cartesian coordinates $\theta_{k-1}^{i}=\left(X_{k-1}^{i}, Y_{k-1}^{i}\right), i=1, \ldots, N$ while the positions of the pursuers are given by their Cartesian coordinates $p_{k-1}^{i}=\left(x_{k-1}^{i}, y_{k-1}^{i}\right), i=$ $1, \ldots, N$ as well as the position of the relay nodes $r_{k-1}^{i}=\left(x_{k-1}^{i}, y_{k-1}^{i}\right), i=N+$ $1, \ldots, N+M$.

Consider that the connecting tree $T$ composed of $N+M$ vertices. Therefore, it
is considered that connectivity is achieved at time $k$ when:

$$
\begin{gather*}
\text { for each }(i, j) \in E(T):  \tag{4.9}\\
-R_{\text {comm }} \leq x_{k}^{i}-x_{k}^{j} \leq R_{\text {comm }}  \tag{4.10}\\
-R_{\text {comm }} \leq y_{k}^{i}-y_{k}^{j} \leq R_{\text {comm }} \tag{4.11}
\end{gather*}
$$

where $R_{\text {comm }}$ is the maximum communication threshold and $E(T)$ is the set of edges of the tree $T$, since this structure does not change over time, it is not indexed by the $k$ variable.

It is also supposed that from a time period to the next, the position change of the targets is limited in a way such as for $i=1, \ldots, N$ :

$$
\begin{gather*}
-\delta \leq X_{k-1}^{i}-X_{k}^{i} \leq \delta  \tag{4.12}\\
-\delta \leq Y_{k-1}^{i}-Y_{k}^{i} \leq \delta \tag{4.13}
\end{gather*}
$$

where $\delta<R_{\text {comm }}$ is the maximum step size of target $i$ while

$$
\begin{equation*}
X_{l}^{i} \in\left[X_{\min }, X_{\max }\right], Y_{l}^{i} \in\left[Y_{\min }, Y_{\max }\right], \text { for } \quad i=1, \ldots, N \tag{4.14}
\end{equation*}
$$

Now we consider that the pursuers take positions at stage $k$ such as they minimize the performance index given by:

$$
\begin{equation*}
\bar{d}_{k}=\frac{1}{N} \sqrt{\sum_{i=1}^{N}\left(x_{k}^{i}-X_{k}^{i}\right)^{2}+\left(y_{k}^{i}-Y_{k}^{i}\right)^{2}} \tag{4.15}
\end{equation*}
$$

which is the mean distance between pursuers and targets, while satisfying the above constraints (4.9) to (4.14) and a set of step size limitations constraints expressed as:

$$
\begin{align*}
&-R_{\text {step }}+x_{k-1}^{i} \leq x_{k}^{i} \leq R_{\text {step }}+x_{k-1}^{i}  \tag{4.16}\\
&-R_{\text {step }}+y_{k-1}^{i} \leq y_{k}^{i} \leq R_{\text {step }}+y_{k-1}^{i} \tag{4.17}
\end{align*}
$$

where $R_{\text {step }}$ is the step size limitation of the agents from one instant of time to another.

Then the solution of this problem at stage $k$ is identical to the solution of the
linear quadratic mathematical programming problem given by:

$$
\begin{equation*}
\min _{x_{k}^{i}, y_{k}^{i}, i=1, \ldots, N} \sum_{i=1}^{i=N}\left(x_{k}^{i}-X_{k}^{i}\right)^{2}+\left(y_{k}^{i}-Y_{k}^{i}\right)^{2} \tag{4.18}
\end{equation*}
$$

under constraints (4.9), (4.12), (4.13), (4.14), (4.16), and (4.17).

### 4.3 Recurrent neural network as a solver

The basic idea for solving an optimization problem using a tailored neural network is to make sure that the neural network will converge asymptotically at a fast rate and that the equilibrium point of the neural network will correspond effectively to the solution of the original optimization problem. In 1986, Tank and Hopfield introduced a linear programming neural network solver realized with an analogic circuit which appeared to be well suited for applications requiring on-line solutions [68]. After this first successful attempt, many neural network models for solving linear and quadratic programming problems have been proposed in the literature. For a review see [69, 70].

According to the relationship between the states of the neural network and the values of primal and dual decision variables, it is possible to divide the existing recurrent neural network for solving linear and quadratic programming problems into three classes: primal neural network, primal-dual neural network, and dual neural network.

In the present case, the mathematical programming problem presents inequality constraints as well as bounding limits. The adoption of a primal-dual neural network leads to add various slack variables, turning the size of network larger. This primaldual neural network is built such as global convergence is guaranteed while the convergence speed can be adjusted by choosing an adequate value for its learning parameter [7]. To display the structure of the linear quadratic neural network solver, a general linear-quadratic programming problem is parameterized as follows:

$$
\begin{array}{r}
\min f(\delta)=\frac{1}{2} \delta^{T} Q \delta+c^{T} \delta \\
\text { s.t. } h(\delta)=J \delta-d=0 \\
g(\delta)=A \delta-b=0 \\
\xi^{-} \leq \delta \leq \xi+ \tag{4.22}
\end{array}
$$

$\delta$ is the decision vector, representing in our case the positions of the swarm entities. Matrix $Q$ is assumed symmetric positive semi-definite which allows to handle in a
similar way linear quadratic and linear programming problems.
Once constraints (4.20), (4.21) and (4.22) are feasible, at least one optimal solution $\delta *$ will meet the Karush-Kuhn-Tucker optimality conditions (KKT) [71]. Then equations (4.20) to (4.22) can be turned equivalent to the following set of linear variational inequalities:

$$
\begin{equation*}
(y-y *)^{T}(H y *+p) \geq \mathbf{0} \forall y \in \Omega \tag{4.23}
\end{equation*}
$$

with the primal-dual variables $y=\left[\begin{array}{lll}\delta^{T} & u^{T} & v^{T}\end{array}\right]^{T}$. Then the problem is to find a solution vector $y *$. Its feasible region $\Omega$ and its lower/ upper limits are given by:

$$
\Omega:=\left\{y \mid \zeta^{-} \leq y \leq \zeta+\right\} \quad \zeta^{-}=\left[\begin{array}{lll}
\xi^{-} & -\omega^{+} & 0
\end{array}\right]^{T} \quad \text { and } \zeta^{+}=\left[\begin{array}{lll}
\xi^{+} & \omega^{+} & \omega^{+} \tag{4.24}
\end{array}\right]
$$

Here $\omega^{+}$has an appropriate dimension and each of its entries is chosen to be sufficiently large to replace $+\inf$ numerically. The coefficients are defined as:

$$
\rho=\left[\begin{array}{lll}
c^{T} & -d^{T} & b^{T}
\end{array}\right]^{T} \text { and } H=\left[\begin{array}{ccc}
Q & -J^{T} & A^{T}  \tag{4.25}\\
J & 0 & 0 \\
-A & 0 & 0
\end{array}\right]
$$

Then the neural network model which solves (4.19) with (4.20), (4.21) and (4.22) is given by :

$$
\begin{equation*}
\frac{d y}{d t}=\lambda\left(E+H^{T}\right)\left\{P_{\Omega}(y-(H y+\rho))-y\right\} \tag{4.26}
\end{equation*}
$$

where $\lambda$ is a positive learning parameter which can be used to adjust the convergence speed of the network, $E$ is an identity matrix, $P_{\Omega}[\cdot]$ is a piecewise-linear function defined in (4.27). Figure 4.2 shows the block diagram of the implementation of this neural network.

$$
P_{\Omega}\left[y_{i}\right]= \begin{cases}\zeta_{i}^{-}, & \text {if } x_{i} \leq \zeta_{i}^{-}  \tag{4.27}\\ \zeta_{i}^{+} & \text {if } x_{i} \geq \zeta_{i}^{+} \\ y_{i}, & \text { otherwise }\end{cases}
$$



Figure 4.2: A diagram of the recurrent neural network solver proposed by Zhang et.al [7].

### 4.4 Experimental Simulations

As to see the velocity of the neural network as a solver to the current quadratic programming problem with linear equations, it has been run an experiment comparing the quadratic solver of Matlab and the performance of the neural network under some test scenarios with up to 500 robots (which implies at least in double of variables in the model). The recurrent neural network has been simulated using the Simulink software which comes embedded into Matlab. In all tests, the pursuers and relays are randomly deployed with coordinates in the range of -1.0 to 1.0. Over those, a minimum spanning tree is created using edges based on the Euclidean distance and this network structure is fixed during all the simulation.

The first test set consisted of using 10 pursuers and 4 relays. In such scenario there was 10 targets which were deployed in random points. The moving strategy of such targets is random walks over the space. This scenario has been simulated over 5 runs and the time information is given by Table 4.1. Figures 4.3 and 4.4 show a convergence graph of one of the runs using the aforementioned scenario and a screenshot of the simulation, respectively.

| Simulation | Quadprog | RNN convergence time |
| :---: | :---: | :---: |
| 1 | 0.29 s | $<0.03 \mathrm{~s}$ |
| 2 | 0.36 s | $<0.03 \mathrm{~s}$ |
| 3 | 0.24 s | $<0.03 \mathrm{~s}$ |
| 4 | 0.31 s | $<0.03 \mathrm{~s}$ |
| 5 | 0.29 s | $<0.03 \mathrm{~s}$ |
| Average Time | 0.29 s | $<0.03 \mathrm{~s}$ |

Table 4.1: Scenario with 10 pursuers, 10 targets and 4 relays, behaviour: random walks e 10 movement steps.


Figure 4.3: Convergence time of the recurrent neural network over the data on Table 4.1


Figure 4.4: Screenshot of the experiment with 10 pursuers.

In the next scenario, there has been a slight increase on the number of robots. An amount of 35 pursuers and targets as well as 10 relays, using the random walks
for the targets during 25 seconds of simulation. The results are shown on Table 4.2. A graph of the neural network convergence of one of the simulations is exposed on Figure 4.5.

|  | Quadprog | RNN convergence rate |
| :---: | :---: | :---: |
| 1 | 12.97 s | $<0.15 \mathrm{~s}$ |
| 2 | 17.40 s | $<0.15 \mathrm{~s}$ |
| 3 | 12.55 s | $<0.15 \mathrm{~s}$ |
| 4 | 13.14 s | $<0.15 \mathrm{~s}$ |
| 5 | 11.04 s | $<0.15 \mathrm{~s}$ |
| Average time | 13.42 s | $<0.15 \mathrm{~s}$ |

Table 4.2: Scenario with 35 pursuers/targets and 10 relays over 25 seconds of simulation.


Figure 4.5: RNN convergence time of one of the simulations shown on Table 4.2

To finish the numerical simulations, one last scenario had been tried: a setup using 400 pursuers, 400 targets and 100 relays, with targets moving using random walks. Over this setup, an amount of 50 seconds had been simulated. The results are shown on Table 4.3.

|  | Quadprog | RNN convergence time |
| :---: | :---: | :---: |
| 1 | $57610 \mathrm{~s}(\approx 16 \mathrm{~h})$ | $<0.35 \mathrm{~s}$ |
| 2 | $61595 \mathrm{~s}(\approx 17 \mathrm{~h} 23 \mathrm{~m})$ | $<0.35 \mathrm{~s}$ |
| 3 | $55288 \mathrm{~s}(\approx 15 \mathrm{~h} 21 \mathrm{~m})$ | $<0.35 \mathrm{~s}$ |
| Average time | $58164 \mathrm{~s}(\approx 16 \mathrm{~h} 10 \mathrm{~m})$ | $<0.35$ |

Table 4.3: Scenario with 400 pursuers/targets and 100 relays during 50 seconds of simulation.


Figure 4.6: Convergence time of one second of simulation over the scenario present in Table 4.3

Observing the data exposed on Table 4.3, it can be seen that in the average, the RNN has converged to the correct values of the considered quadratic model in less than 0.35 s for each simulated second. Considering the total amount of simulated seconds and considering only the convergence time, this gives a total of $17,5 \mathrm{~s}$ against $58164 s$ from the quadprog solver.

### 4.5 Conclusion

By the experiments exposed in the previous section, it can be seen that the neural network solver time of simulation was faster than the quadprog procedure, and even faster when considering a scenario with a considerable amount of variables. Despite the neural network solver convergence time is so reduced, this only solves the problem of positioning the pursuers and relays over a static structure. Furthermore, there is an error in the correct positioning because it has been used the Manhattan distance instead of the Euclidean one. This was necessary in order to deal with a quadratic
problem with linear constraints and therefore be dealt using QP solvers and the recurrent neural network used for comparison. In the next chapter, we present a surrogate approach for dealing with the dynamic structure of the network using the Euclidean distance as well.

## Chapter 5

## Collective intelligence of a swarm of pursuers

In this chapter, we present our approach for dealing with the pursuing mission using a dynamic network setting. We begin by shortly defining the problem in Section 5.1 and then depicting the solution strategy in Section 5.2. In such section we define the estimation method of $\lambda_{2}$ (the algebraic connectivity) and furthermore we define a distributed solution to finding the new positioning of both pursuer and relay. This distributed approach is based solely on the network neighborhood of the node. At first, we thought that the minimum value of the proposed measure was the one between the minimum graph (two nodes and one edge). We found out that the minimum value of the proposed connectivity index follows a certain pattern. This subject is discussed in Section 5.2.2. The ordering to parallel the computation of the computation of each node is discussed in 5.2.3. We finish the chapter by writing about the complexity of the positioning computation (Section 5.3).

### 5.1 Considered scenario

Let $N_{p}$ vehicles evolving on the plane whose mission is to reach a set of $N_{t}$ moving targets with the assistance of $N_{r}$ mobile relays which maintain connectivity between them so that they can coordinate their behavior. Time is discretized: every period decisions are taken for relays and pursuers. It is supposed that the position change of a mobile during the period is bounded. Connectivity assurance is a centralized function while pursuing targets are decentralized functions. Here connectivity makes feasible collective intelligence for the swarm of relays and pursuers.


Figure 5.1: Initial environment of the considered problem.

### 5.2 Solution strategy

Let $N_{P A}=\left|N_{P A}\right|$ be the number of active pursuers to which are assigned targets to be pursued. At start this number is taken equal to $\min \left\{N_{p}, N_{t}\right\}$. At time step $k=k_{0}+k . \Delta t$ the $N_{P A}$ pursuers provide the estimated positions of their targets at time $k+1: \hat{\theta}_{k+1}^{i}$. Note that this can be done by each pursuer considering the speed of its target during the last periods, its limitations (minimum turn radius, etc and local obstacles).

Let $p_{k}^{i}$ be the position of the $i^{\text {th }}$ pursuer at time $k$, let be $\hat{\theta}_{k}^{i}$ the estimated position of target $i$ at time $k$, and $R_{\text {step }}$ being the maximum step size the vehicle can reach from $k$ to $k+1$, The central decision maker will solve the following problem:

$$
\begin{array}{r}
\text { Maximize } \alpha \\
\text { subject to: } \\
\hat{p}_{k+1}^{i}=p_{k}^{i}+\alpha .\left(\hat{\theta}_{k+1}^{i}-p_{k}^{i}\right) \\
\operatorname{dist}\left(\hat{p}_{k+1}^{i}-p_{k}^{i}\right) \leq R_{\text {step }} \\
\alpha>0 \tag{5.4}
\end{array}
$$

while the connectivity is maintained. This can be considered to be a bilevel optimization problem since the connectivity condition can be traduced by the solution of another optimization problem. Let $S_{k}$ be the solution associated to $\alpha^{*}$. If $\alpha^{*}>0$, then let $\hat{r}_{k+1}^{i}$ be the position of the closest relay to the $i^{t h}$ pursuer in $S_{k}$ and let $\rho_{k}^{i}=\left\|\hat{p}_{k+1}^{i}-\hat{r}_{k+1}^{i}\right\|$ be the feasible radius.

The pursuers will choose their position in a decentralized way at time $k+1$ by: $p_{k+1}^{i}=\hat{r}_{k+1}^{i}+\rho_{k}^{i} \cdot\left(\hat{\theta}_{k+1}^{i}-\hat{r}_{k+1}^{i}\right) /\left\|\left(\hat{\theta}_{k+1}^{i}-\hat{r}_{k+1}^{i}\right)\right\|$, except if $\left\|\left(\hat{\theta}_{k+1}^{i}-\hat{r}_{k+1}^{i}\right)\right\|<\rho_{k}^{i}$ when the $i^{\text {th }}$ target is considered to be reached by the $i^{\text {th }}$ pursuer. Let $\Delta p_{k}^{i}(\alpha)=p_{k+1}^{i}-p_{k}^{i}, \forall i \in$
$N_{P A}$. If $\alpha^{*}=0$, it means that no global progress towards the targets is feasible. A strategy in that case can be to cancel temporarily the pursuit of some targets and to concentrate the pursuit on a reduced number of targets. Here it is proposed to delete from the list of pursued targets the farthest target from its pursuer. Then this pursuer might play momentarily the role of a relay or other available role in order to enhance the support to the pursuit of the remaining active targets or even to play the role of a passive pursuer, for which the movements would only direct to its assigned relay. Once a target is reached, the closest passive target to a potential pursuer (those pursuers which are not assigned to a target) will become active again and the closest pursuer will be assigned to it.

This process will continue until all targets have been reached or other criteria (such as the maximum number of elapsed simulation seconds is run out) may be reached as well. In the case in which the targets have different degrees of criticality, the choice of the target to delete/include in the active set of pursued target can be based on these degrees.

### 5.2.1 Connectivity

Instead of considering the positivity of $\lambda_{2}$, the first positive eigenvalue of the Laplacian matrix attached to the network, as a connectivity algebraic criterion, observe that if $\lambda_{2}$ is not null, 0 is not a double root of the characteristic polynom (Figure 5.2) defined here as $\pi(s)=\operatorname{det}(L-s I)$ attached to the Laplacian matrix of the proximity graph induced by the positions of the vehicles. Then an alternative algebraic criterion for connectivity is the value of $\pi^{\prime}(s)$ at $s=0$, and to get a positive index, consider $c^{2}=\left(\pi^{\prime}(s)\right)^{2}$. Observe that $c$ can be computed directly from $L$ without deriving $\pi(s)$ :

$$
\begin{equation*}
\pi^{\prime}(0)=\sum_{i=1}^{N} \operatorname{det} L(i) \tag{5.5}
\end{equation*}
$$

where $L(i)$ is equal to $L$ except the $i^{\text {th }}$ column which is equal to zero with a -1 in the $i^{\text {th }}$ row. Another surrogate approach is to consider a second order approximation of the characteristic polynomial of the Laplacian matrix at the origin:

$$
\begin{equation*}
\pi(s)=\pi(o)+\pi^{\prime}(0) \cdot s+\frac{1}{2} \pi^{\prime \prime}(0) \cdot s^{2}+O^{3}(s) \tag{5.6}
\end{equation*}
$$

with $\pi(o)=0$ and an estimate of $\lambda_{2}$ is given by:

$$
\begin{equation*}
l_{2}=2 . \pi^{\prime}(0) / \pi^{\prime \prime}(0) \tag{5.7}
\end{equation*}
$$

where:

$$
\begin{equation*}
\pi^{\prime \prime}(0)=2 . \sum_{i=1}^{N} \sum_{j=1, j \neq i}^{N} \operatorname{det} L(i, j) \tag{5.8}
\end{equation*}
$$

with $L(i, j)$ is equal to $L$ except the $i^{\text {th }}$ column which is equal to zero with a -1 in the $i^{t h}$ row and idem with column $j$.


Figure 5.2: Estimation of $\lambda_{2}$.

Consider that $N=N_{p}+N_{r}$ with $N_{r} \geq N_{p}$. It is supposed that the first $N_{p}$ relays are connected with a unique pursuer which is not connected to other relays. Then the structure of $L$ is as follows:

$$
L=\left[\begin{array}{cc}
W_{P \times P} & -W_{P \times P}  \tag{5.9}\\
0_{P \times(R-P)} \\
-W_{P \times P} & L_{R \times R}-\left[\begin{array}{cc}
W_{P \times P} & O_{P \times(R-P)} \\
0_{(R-P) \times P} &
\end{array}\right]
\end{array}\right]
$$

where $W_{P \times P}$ is diagonal and $L_{R \times R}$ is the Laplacian matrix associated to the connectivity of the relays.

Given the new positions of the pursuers, $p_{k}^{i}+\Delta p_{k+1}^{i}(\alpha), i=1 \ldots N_{p}$, the connectivity problem can be formulated as find $\left\{\delta r_{k}^{i} \mid i=1, \ldots N_{r}\right\}$ such that: $c^{2}\left(r_{k}+\delta r_{k+1}^{i}\right)>c_{\text {min }}^{2}$ with $\left\|p_{k}^{i}+\Delta p_{k+1}^{i}(\alpha)-\left(r_{k}^{i}+\delta r_{k}^{i}\right)\right\| \leq R_{\text {max }} \quad i=1, \ldots, N_{p}$ and $\left\|\delta r_{k+1}^{i}\right\| \leq R_{\text {max }}, i=1, \ldots, N_{r}$. Defining $\delta r_{k}^{i}(\mu)=\left.\mu \cdot \frac{\partial c^{2}}{\partial r_{k}^{i}}\right|_{r_{k}}, i=1, \ldots, N_{r}$ with $\mu>0$, search max $\mu$ such that:

$$
\begin{align*}
& \max \mu  \tag{5.10}\\
& \text { s.t }: \\
& c^{2}\left(g^{\prime}\right) \geq c_{\min }^{2}  \tag{5.11}\\
&\left\|p_{k}^{i}+\Delta p_{k}^{i}(\alpha)-\left(r_{k}^{i}+\delta r_{k}^{i}(\mu)\right)\right\| \leq R_{\max } \quad \text { if } i \in N_{P A}  \tag{5.12}\\
&\left\|\delta r_{k}^{i}(\mu)\right\| \leq R_{\max } \tag{5.13}
\end{align*}
$$

where $g^{\prime}$ is the proximity graph induced by the new positioning of the vertices, $c_{\text {min }}^{2}$ is the the minimum value of $c^{2}$ for which the graph is still connected.

Since the computation of the derivatives $\left.\frac{\partial c^{2}}{\partial r_{k}^{j}}\right|_{r_{k}} \quad j=1, \ldots, N_{r}$, over the whole network appears cumbersome, a subnetwork can be defined around each vertex $j$ as well as the associated local Laplacian $L_{j}$ and the corresponding characteristic polynomial $\pi_{j}(0)$ for which is attached to $\pi_{j}^{\prime}(0)$ given by:

$$
\begin{equation*}
\pi_{j}^{\prime}(0)=\sum_{i=1}^{N} \operatorname{det}\left(L_{j}(i)\right) \tag{5.14}
\end{equation*}
$$



Figure 5.3: The selected subnetwork around the vertex $j$.
Observe that a necessary condition for global connectivity of a network is the local connectivity of each subnetwork attached to each vertices. Let $\mathcal{N}_{j}=$ $\left\{i \mid \operatorname{dist}\left(x_{i}-x_{j}\right) \leq \rho . D_{\max }\right\}$ be the neighborhood of $j$, with $\rho \geq 1$, $\operatorname{dist}(\circ)$ a distance function and $x_{l}$ the state of vehicle $l$. The sufficient condition for local connectivity is given here by:

$$
\begin{equation*}
c_{j}^{2}=\left(\pi_{j}^{\prime}(0)\right)^{2} \geq c_{\min }^{2}\left(\mathcal{N}_{j} \cup j\right) \quad j \in N_{P A} \cup N_{r} \tag{5.15}
\end{equation*}
$$

where $c_{\text {min }}^{2}\left(\mathcal{N}_{j} \cup j\right)$ is the minimum value attached to the proximity graph induced by the position of $\mathcal{N}_{j} \cup j$.

Then an estimation of $\left.\frac{\partial c^{2}}{\partial r_{k}^{j}}\right|_{r_{k}} \forall j=1, \ldots, N_{r}$ can be computed more easily from this subnetwork. This leads to propose a decentralized scheme to search for new positions for the relays. Defining $\delta r_{k}^{j}=\left.\mu_{j} \cdot \frac{\partial c^{2}}{\partial r_{k}^{j}}\right|_{r_{k}}$ for $j \in N_{P A} \cup N_{R}$, with $\mu_{j} \geq 0$, we
model the problem as:

$$
\begin{array}{r}
\max \mu_{j} \\
\text { s.t: } \\
c_{j}^{2}\left(g_{j}^{\prime}\right) \geq c_{\min }^{2}\left(\mathcal{N}_{j} \cup\{j\}\right) \\
\left\|p_{k}^{j}+\Delta p_{k}^{j}(\alpha)-\left(r_{k}^{j}+\delta r_{k}^{j}\left(\mu_{j}\right)\right)\right\| \leq R_{\max } \quad \text { if } j \in N_{P A} \\
\left\|\delta r_{k}^{j}\left(\mu_{j}\right)\right\| \leq R_{\max } \tag{5.19}
\end{array}
$$

where $g_{j}^{\prime}$ is the proximity graph obtained by the positions of $\mathcal{N}_{j}$ and the new position of $j$ changed according to $r_{k}^{j}+\delta r_{k}^{j}\left(\mu_{j}\right), c_{\text {min }}^{2}\left(\mathcal{N}_{j} \cup j\right)$ is the minimum value of $c^{2}$ measure on the structure formed by $\{j\} \cup \mathcal{N}_{j}$, considering the minimum value of the weighting function as the weight of each edge.

In order to move the position of node $j$ (represented by $r^{j}$ ) from time $k$ to $k+1$, we adopt $r_{k+1}^{j}=r_{k}^{j}+\delta r_{k}^{j}\left(\mu_{j}\right)$ for $j \in N_{P A} \cup N_{R}$. We then apply an ordering on the computation of each $j \in N_{P A} \cup N_{R}$, as the position of the relay providers ( $j<N_{P A}$ ) is firstly calculated. This procedure is what we call SwarmLambda2.

### 5.2.2 A discussion about the minimum of $C^{2}$

When considering the $c_{\text {min }}^{2}$, appearing in constraint (5.17), we thought $c_{\text {min }}^{2}$ could be defined by the value attached to connectivity index for a subgraph composed of only two vertices separated by a distance of $R_{\max }$. Let $w f$ be a decreasing weighting function, and $L$ be the Laplacian matrix associated to a graph with only two vertices positioned at a distance of $R_{\max }$ and containing only one edge between them. Therefore the minimum $c^{2}(L)$ would be:

$$
L=\left[\begin{array}{cc}
a & -a  \tag{5.20}\\
-a & a
\end{array}\right]
$$

with $a=w f\left(R_{\text {max }}\right)$ (weighting function minimum value). It turns out that the $c_{\text {min }}^{2}$ can be less than the previous value. As it will be further described, for each subnetwork structure there is a minimum value of $c^{2}$ attached to it.

It is true that the number of labeled trees with $n$ vertices is $n^{n-2}$ [72]. Since the number of labelled trees is straightforward by Caley's formula, according to [66] the number of unlabelled trees $\left(T_{n}\right)$ with $n$ vertices is even more difficult to handle. Since each labelled tree can be labelled in at most $n$ ! ways and the number of labelled trees is $n^{n-2}$, in the same reference, the authors state that the number of unlabelled trees is at least $n^{n-2} / n!$. Of course this is only a lower bound on the number of unlabelled trees. In the same reference, the authors find that an upper bound for
$T_{n}$ is $4^{n-1}$ based on the number of of possible planar codes. Then, it is stated that

$$
\frac{n^{n-2}}{n!} \leq T_{n} \leq 4^{n-1}
$$

Suppose $a$ is the minimum value given by the weighting function at the limit of the connection. In graph theory, it is known that a connected graph with $n$ vertices that contain the minimum number of edges is a tree. Therefore, we first started searching for a database of all unlabelled trees of $n$ vertices. In such search, it has been found a database with all unlabelled trees up to 22 vertices at https: //cs.anu.edu.au/people/Brendan.McKay/data/trees.html ${ }^{1}$. Figure 5.4 shows all unlabelled trees (the labels on vertices is only to indicate the columns position of the corresponding Laplacian matrix) with $n=5$ nodes. In Table 5.1, it is shown the results of the $c^{2}$ measure for trees with $n=4 \ldots 10$ vertices. In Figure 5.4 it is shown the unlabelled trees with 5 vertices followed by the corresponding Laplacian matrix with minimum values for connectivity.

[^3]
\[

\left[$$
\begin{array}{ccccc}
2 a & 0.0 & 0.0 & -a & -a \\
0.0 & a & 0.0 & 0.0 & -a \\
0.0 & 0.0 & a & 0.0 & -a \\
-a & 0.0 & 0.0 & a & 0.0 \\
-a & -a & -a & 0.0 & 3 a
\end{array}
$$\right]
\]



$$
\left[\begin{array}{ccccc}
a & 0.0 & 0.0 & 0.0 & -a \\
0.0 & a & 0.0 & 0.0 & -a \\
0.0 & 0.0 & a & 0.0 & -a \\
0.0 & 0.0 & 0.0 & a & -a \\
-a & -a & -a & -a & 4 a
\end{array}\right]
$$

Figure 5.4: In the left, it is shown all the unlabelled trees with 5 vertices. In the right, it is shown the corresponding Laplacian matrix with the minimum connectivity value for each edge represented by $a$ (the trees are labelled only to identify the Laplacian matrix).

Table 5.1: Showing the $c^{2}$ measure over the families of unlabelled trees

| \# vertices | $\mathbf{c}^{\mathbf{2}}$ |
| :---: | :---: |
| 4 | $16.0 a^{6}$ |
| 5 | $25.0 a^{8}$ |
| 6 | $36.0 a^{10}$ |
| 7 | $49.0 a^{12}$ |
| 8 | $64.0 a^{14}$ |
| 9 | $81.0 a^{16}$ |
| 10 | $100.0 a^{18}$ |

From the experiment, it is easy to see that the $c^{2}$ follows a certain pattern, which is $n^{2} a^{2(n-1)}$, for all unlabelled trees evaluated in the aforementioned interval. Despite the findings of the experiments, further investigation over this measure and its minimum, as well as mathematical proofs are subjects for future research.

### 5.2.3 Parallelism issues on the calculation of $c^{2}$

When a node $j$ is chosen to do the computation of the direction to be taken according to $c^{2}$, the current neighbors $\mathcal{N}_{j}$ are assumed to remain static. Therefore if only the considered neighbours must remain static, it is straightforward to think that some nodes in the set $N \backslash\left\{\{j\} \cup \mathcal{N}_{j}\right\}$ can start their computation at the same time.

When a node accesses the same set of resources whenever it accesses any resource, the problem is a generalized form of the paradigmatic dining philosophers problem [73]. The Scheduling by Edge Reversal procedure is a distributed algorithm that solves the dining philosophers problem guaranteeing starvation- and deadlockfreedom. The SER begins operating in an acyclic orientation of the underlying graph. In such orientation, there will exists nodes called sink. The sink nodes are those nodes for which all oriented edges are directed to them. Once the sink nodes use the shared resource, they reverse the orientation of the incident edges. For doing so, another set of sink nodes is created and the process goes on guaranteeing that all nodes have access to the resources at some finite time.

Every node on the digraph will become a sink after a certain number of reversals. This number is related with the longest path from the node to a sink. This number is usually called $\Lambda$ (This number is actually called $\lambda$, but in order to avoid confusion with the algebraic connectivity, we decided to use the capital lambda). With all $\Lambda$ calculated, it is possible to split the nodes in $\Lambda$-layers. A plot example of the $\Lambda$-layers decompositions can be seen on Figure 5.5.


Figure 5.5: Example of a $\Lambda$-layers decomposition [8] (courtesy of Daniel Alves).

In the SER mechanism, the first orientation of the graph defines the degree of parallelism of the system. Unfortunately, generating acyclic orientations that maximize concurrency has been proved to be an NP-Complete problem [74], since it is compared to the graph colouring problem. Therefore, other studies had been conducted towards the generation of better orientations aiming to maximize the concurrency.

In such direction, [75] proposed a randomized algorithm, known as Calabrese/França algorithm, to generate acyclic orientations on generic graphs. The fundamental idea is to define a biased or unbiased dice $d_{i}$, associated with a vertex $v_{i} \in G$. For each round, this dice returns a value 0 or 1 , which are randomly generated depending on the probability distribution defined by the dice. Let $d_{i}^{k}$ and $d_{j}^{k}$ be the dice values of an assortment $k$. A node $n_{i}$ is called winner if and only if $d_{i}^{k}=1$ and $d_{j}^{k}=0$, for every $n_{j} \in \mathcal{N}_{P_{k-1}}(i)$, where $\mathcal{N}_{P_{k-1}}(i)$ is the set of probabilistic neighbours of node $i$. A probabilistic node $j \in \mathcal{N}_{P_{k-1}}(i)$ is the node for which the direction of the edge $(i, j)$ is still not chosen.

With the basic notions of Calabrese/França algorithm, Arantes et. al. proposed the alg-neighbours alg-colors and alg-edges variants, in order to generate acyclic orientations to anonymous distributed systems. In such systems the processing units do not have identity numbers. In the alg-neighbours procedure the nodes throws a dice with $n \geq 2$ faces, and the winner node directs all incident edges to it and stop the orientation process. The process will remain to the other nodes until all edges become oriented. The alg-colors procedure uses the same idea, but there is a prior phase of colouring before generating the orientation. In order to colouring a node $i$, the algorithm runs the trials on dices and the node with a better score chooses the least available colour from the group. For each node whose colour is defined can finally choose the edges incident to other coloured nodes.

It is true that the above mentioned procedures to define acyclic orientations to the graph suppose the nodes has no identification. It is straightforward to think that the if the nodes of the system, in the present case we may suppose robots have a
unique ID, the orientation could be given by using the IDs (as in the leader election procedure). However, we chosen the alg-colours as the acyclic orientation procedure because it generates acyclic orientations maximizing the concurrency [76]. Figure 5.6 shows a running example of procedure alg-colours.


Figure 5.6: A running example of alg-colors.

### 5.3 Final remarks about the computation of $c^{2}$

According to [77], the complexity of calculating the determinant of a float matrix is $O\left(n^{4}\right)$. The main advantage of this approach is that the control law that governs the positioning of the relays is independent of the number of robots in the network. This means that the proposed solution is scalable to larger groups of agents, without the necessity of building a more complex control strategy. This scalability feature is a fundamental one when proposing solutions to swarm robotics.

## Chapter 6

## Heuristic solutions

According to [78], all population-based algorithms produce satisfactory results but there is no such magical heuristic algorithm that, in all optimizing problems, could have a superior performance than others. In order to have a comparison measure of the guidance algorithm proposed in the last chapter, we also have tried out some metaheuristics over the connectivity problem. In this chapter, we show how we have modeled the considered problem for applying some evolutionary algorithms, specifically we chose the Genetic Algorithms (described in section 6.2.1), because it is a classic approach in optimization and a new algorithm called Backtracking Search Algorithm, which is presented in section 6.2.2. Furthermore, we have also evaluated the Standard Particle Swarm Optimization 2011, from a class of standard algorithms proposed by Clerc [79]. The PSO is detailed in section 6.3. The last implemented algorithm is the Simulated Annealing, which is described in section 6.4.

Before starting describing the algorithms, we present the representation of the solution candidates as well as the considered energy function is also approached the next section.

### 6.1 Introduction

According to Chapter 2, the one-tiered version of the connectivity problem is that the active pursuers do not participate of the network as connectivity provider. This does not mean that a same relay can provide connectivity to more than one pursuer. By one hand, allowing pursuers sharing relays could be useful in temporary situations, in other hand this feature could decrease the reachability of pursuers.

The possibility of having any relay to be the connectivity provider of two or more pursuers is not allowed in the model proposed in the Chapter 5. This happens because such relay providers should also considerate its pursuers direction. But when dealing with metaheuristics this can be possible because the relays position
are to be randomly chosen.
In this chapter we also consider that a set of $N_{p}$ pursuers are trying to reach a set of targets $\Theta$, using a set of relays $R$ to maintain the connectivity. From one second $k$ to $k+1$ the pursuers and relays have to decide over the position in such a way that minimizes an energy function keeping the connectivity. The solutions are depicted in the further sections.

## Representation of solution candidates

The considered time is discrete, this means that given the current position of the pursuers and relays, $S_{k}$, the problem is to find a solution $S_{k+1}$, for which the traveled distance of a robot $r^{i} \in S_{k}$ and $r^{i} \in S_{k+1}$ should not be more than a prefixed value $R_{\text {step }}$ and the proximity graph induced by the positions in $S_{k+1}$ is a connected one. In this case, for a better data manipulation, each solution can be represented as polar coordinates, i.e. for each robot $i \in P \cup R$, the solution candidate $S_{k+1}$ that includes the positioning of $i$ is a pair with an angle and an absolute value ( $\alpha_{i}, p_{i}$ ), where $\alpha_{i} \in[0,2 \pi)$ and $p_{i} \in\left[0, R_{\text {step }}^{i}\right)$.

## Energy function

Using an estimation of the targets positions, the energy function is to minimize the average distance among the pursuers and their assigned targets, in a target-pursuit scenario, for example. But, this metric can be associated with whatever mission the pursuers are engaged with. In this way, the variables involved in the solutions can consider only the relays positioning. After taking a new solution for the relays, one approach could be to move the pursuers deterministically. If the generated solution leads to the graph disconnection, then the energy function may go to infinity value, for example. Therefore, solutions with infinity energy functions are infeasible ones.

Using the same scenario of target-pursuit, we propose the following energy function:

$$
\begin{equation*}
J(\mathbf{x})=w_{1} \times \frac{1}{\left|P_{P A}\right|} \sum_{i \in P_{P A}, j \in \Theta} \Gamma_{i j}\left\|x_{i}-\theta_{j}\right\|_{2}+w_{2} \times \operatorname{ConnMeasure}(g(\mathbf{x})) \tag{6.1}
\end{equation*}
$$

where $P_{P A}$ is the set of active pursuers, $g(\mathbf{x})$ is the proximity graph induced by the swarm position $\mathbf{x}, \Theta$ is the set of active targets, $x_{l}$ is the state of agent $l$ (in the current case is the 2 D position), $\theta_{j}$ is the state of target $j, \Gamma_{i j}$ is a binary function which is 1 when pursuer $i$ is assigned to target $j$, and ConnMeasure(o) is some connectivity measure over a given graph. Besides, $w_{1}$ and $w_{2}$ are positive weights.

The function ConnMeasure (x) may be designed in such way that the function could go to infinity when a solution is infeasible as well as it returns some connectivity measure (which can be the number of connected components or some other function of connectivity as exposed on Chapter 2).

Looking at the objective function (equation 6.1) as the average traveled distance, it can be seen that a deadlock situation can be reached when the number of relays does not allow the pursuers to reach their targets. This situation is illustrated in Figure 6.1. In cases like that, the pursuit of some targets should be abandoned or the connectivity of the whole swarm should be relaxed. In scenarios like the connectivity is temporary (where there is only the exchange of information is needed), some targets could be reached, the information could be transmitted and the pursuers could be redirected to non-covered targets in order to deliver such information. Or in scenarios where the targets should be eliminated somehow, the swarm could eliminate the reachable targets and try to pursuit other ones. Such situations are covered and discussed in chapter 7 .


Figure 6.1: Situation where a target pursuit must be paused in order to improve the energy function.

### 6.2 Evolutionary Algorithms

According to [80], the basis of any evolutionary system is formed by two fundamental forces: a) variation operators (recombination and mutation) which create the necessary diversity and thereby facilitate novelty; and b) selection which acts as a force improving quality. The combination of random changes with fitness-based selection usually enables a search system to evolve solutions faster than random search [81] apud [82].

### 6.2.1 Genetic Algorithms

Genetic Algorithm (GA) is a global optimizer and adaptive strategy procedure [83]. This technique is inspired by population genetics, solutions are chromosomes for which evolution mechanisms such as recombination and mutation are used to reconstruct new solution candidates and evolute the whole population of
chromosomes. There are countless successful applications of GA in the optimization field. The general structure of this technique is described in algorithm 6.2.1.

```
Algorithm 6.2.1 General Structure of a Genetic Algorithm [80]
    Generate Initial Population with random solutions
    Evaluate each candidate
    repeat
        Select parents
        Recombine pairs of parents
        Mutate the resulting offspring
        Evaluate the new candidates
        Select individuals for the next generation
    until Some stop criteria is satisfied
```


## Select operator

The Select operator is responsible for choosing the parents to be used in the recombination. The fitness proportional selection is a method that defines the probability of an individual $f_{i}$ is selected for mating is $f_{i} / \sum_{j \in P o p} f_{j}$. Unfortunately, there are some problems with this mechanism, such as premature convergence through the multiplication of elements who are much better than the rest of the population, loose of selection pressure when the fitness values are very close together, and the differences in the definition of probabilities when dealing with transposed versions of the same fitness function [80].

Therefore, in [84] it is proposed the Goldbarg's sigma scaling which considers the mean $\bar{f}$ and standard deviation $\sigma_{f}$ of fitnesses in the population, as illustrated in following equation:

$$
\begin{equation*}
\max \left(f(x)-\left(\bar{f}-c-\sigma_{f}\right), 0.0\right) \tag{6.2}
\end{equation*}
$$

where $c$ is a constant usually set to 2 .
Another way of doing selection is known as ranking selection. In such operator the individuals are ranked based on their fitness function and the probabilities are chosen according to a linear of exponential function. The usual formula for calculating the selection probabilities using the linear ranking scheme uses a parameter $s \in(1.0,2.0]$. The ranking selection is then stated as follows:

$$
\begin{equation*}
P_{\text {lin-rank }}(i)=\frac{(2-s)}{\mu}+\frac{2 i(s-1)}{\mu(\mu-1)} \tag{6.3}
\end{equation*}
$$

where $\mu$ is the population size.

It is important to highlight that using this scheme the selection pressure is limited. If more emphasis on selecting individuals with fitness above the average is needed, an exponential ranking scheme may be used as shown by the formula:

$$
\begin{equation*}
P_{\text {exp-rank }}(i)=\frac{1-e^{-i}}{c} \tag{6.4}
\end{equation*}
$$

where $c$ is a normalization factor in order to keep the sum of probabilities equals the unitary value.

After defining which selection probabilities to be used on selection of parents, the selecting is done by sampling individuals from the population using the defined probabilities. The simplest way of sampling is known as the roulette wheel algorithm. Although its simplicity, according to [80], it has been recognized that the roulette wheel algorithm does not in fact give a particularly good sample of the required distribution. Therefore, whenever more than one sample needs to be picked up from the distribution, the use of an algorithm called Stochastic Universal Sampling (SUS) is preferred.

Assuming sampling $\lambda$ members out of $\mu$ parents, first a list of values $\left[a_{0}, a_{1}, \ldots, a_{\mu-1}\right]$ such that $a_{i}=\sum_{0}^{i} P_{\text {sel }}(i)$, where $P_{\text {sel }}$ is the selection distribution (proportional or ranking). The Roulette and Stochastic Universal algorithms are shown by algorithms 6.2.2 and 6.2.3, respectively.

```
Algorithm 6.2.2 Roulette wheel algorithm [80].
    currentmember \(=1\)
    while currentmember \(\leq \mu\) do
        \(r=U(0,1)\)
        \(i=1\)
        while \(a_{i} \leq r\) do
            \(i=i+1\)
        end while
        matingpool \(_{\text {currentmember }}=\) parents \(_{i}\)
        currentmember \(=\) currentmember +1
    end while
```

```
Algorithm 6.2.3 Stochastic Universal Sampling algorithm [80].
    currentmember \(=\mathrm{i}=1\)
    \(r=U(0,1 / \mu)\)
    while currentmember \(\leq \mu\) do
        while \(r \leq a_{i}\) do
            matingpool \(_{\text {currentmember }=\text { parents }_{i}}\)
            \(r=r+1 / \mu\)
            currentmember \(=\) currentmember +1
        end while
        \(i=i+1\)
    end while
```

The last selection procedure presented here is the Tournament. In such procedure a number $k \geq 2$ of individuals are randomly picked up and using a probability of $p$ (usually equals to 1.0) for the fittest to win the tournament.

## Recombination

When dealing with float-point strings, recombination operators can usually be applied with two ways: discrete recombination and arithmetic recombination. In the former, the gene string is split at a random point and resulting offspring comes from combining the split parts. The latter consists of updating each allele with a weighted sum of the parent's alleles .

A simple recombination consists of picking a recombination point $k$, then the first child has the first $k$ floats of parent 1 and the rest is arithmetic averaged of parent 1 and 2 . The second child is produced in the analogous way. Another way is to apply single arithmetic recombination which consists of picking a random allele $k$ and averaging its value with the parents'. Another surrogate way is taking the weighted average value of parents' alleles $\left(z_{i}=\alpha x_{i}+(1-\alpha) x_{j}\right.$, for parents $i$ and $\left.j\right)$.

About the disadvantages of discrete recombination is that there is no production of new genetic material, while for the arithmetic recombination the offspring will always be in the average value of its parents.

## Mutation

For floating-point representations, the common way for applying mutation is to update alleles values of each gene randomly with a new value picked up from the domain. Normally used with a position-wise mutation probability, the uniform mutation takes values for the allele using the uniform distribution. Besides, there are non-uniform mutations with fixed distribution. However this does not imply
that some other distributions can be used. For small changes around the current value, for example, the Gaussian or Normal distribution could be employed. As well as an alternative is to use the Cauchy distribution, which has a "fatter" tail, and therefore the probabilities of generating modifications with larger size are slightly higher than for the Normal using the same standard deviation.

## Survivor Selection

The survivor selection is the procedure of choosing who of the $\mu$ parents and $\lambda$ offspring will compose the next generation. Replace worst is a fitness-based scheme which takes the worst $\lambda$ members of the population for the replacement. This strategy is usually employed when the population has a large number of individuals in conjunction which a "no duplicates" policy, because it can lead to premature convergence.

Another known scheme is elitism which uses a conjunction of age-based and stochastic fitness-based replacement schemes. The fittest is always kept in the next generation. If it is chosen to be replaced and none of the members in the offspring has a better or equal fitness value, it is kept for the next generation.

### 6.2.2 Backtracking Search Algorithm (BSA)

The Backtracking Search Algorithm (BSA) is an evolutionary algorithm (EA) that was introduced by Civicioglu in 2013 [85]. The BSA has a single control parameter (the mixture rate, which will be explained later) and includes a simple structure which can be shown in algorithm 6.2.4. In addition, the algorithm presents two new crossover and mutation operators. Another difference is in the memory of a population, it stores a population from a randomly chosen previous generation that is used for generating the search-direction matrix.

```
Algorithm 6.2.4 General Structure of BSA [85]
    Initialization
    repeat
        Selection-I
        Begin Generation of Trial-Population
            Mutation
            Crossover
        End
        Selection-II
    until Some stop criteria is satisfied
```

The Initialization step consists in initialize an initial matrix $P_{i j}=$ $\operatorname{rand}\left(l o w_{j}, u p_{j}\right), i=0, \ldots, N-1$ and $j=0, \ldots, D-1$, where $N$ is the population size, $D$ is the dimension of the solution, $\operatorname{rand}(\cdot)$ is the uniform random generate function, and low and $u p$ are the lower and upper bound vectors for the numerical entries of the solution candidate $P_{i}$.

The Selection-I stage determines the historical population (oldP) to be used for calculating the search direction. The very first historical population is generated as the same procedure described in the Initialization step. For the other ones, a population $P$ is chosen to be the old $P$ if $\operatorname{rand}(0,1)<\operatorname{rand}(0,1)$. This memory population is hold until the previous criteria is satisfied again, and then the oldP is updated. After old $P$ is determined, the oldP receives an operation to shuffle the order of the individuals. The indexes are chosen by randomly generating a permuting vector of their position.

$$
\begin{equation*}
\text { Mutant }=P+F .(\text { old } P-P) \tag{6.5}
\end{equation*}
$$

The Mutation operator is defined by equation 6.5. The parameter $F$ controls the amplitude of the search-direction matrix $(o l d P-P)$. It can be seen that the searchdirection includes the experience of previous populations. In [85], the parameter $F$ is given by the formula $F=3 \operatorname{randn}(0,1)$, where $\operatorname{randn}(0,1)$ generates numbers according to the standard normal distribution.

The Crossover operator takes two parameters the trial population resulting of the Mutation step and a mix rate value. The crossover procedure is shown in Algorithm 6.2.5. The mix rate parameter controls the amount of elements of individuals that will mutate in a trial. This operator is composed of two predefined strategies to randomly define the BSA's map. The first strategy uses the mix rate parameter (algorithm 6.2.5, lines 4-7). The second strategy allows only one randomly chosen individual's element to mutate in each trial.

```
Algorithm 6.2.5 BSA's crossover operator [85]
    procedure BSACrossover( \(T\), mixrate)
        Let \(T\) be the trial population after the mutation stage and mixrate a value
    that controls the amount of elements of individuals that will mutate in a trial.
        \(\operatorname{map}_{(0: N-1,0: D-1)}=1 \quad \triangleright \operatorname{map}\) is a matrix of \(N \times D\) ones.
        if \(\operatorname{rand}(0,1)<\operatorname{rand}(0,1)\) then
            for \(\mathrm{i}=0, \ldots, \mathrm{~N}-1\) do
```



```
            end for
        else
            for \(i=0, \ldots, N-1\) do
                \(\operatorname{map}_{i, \operatorname{randi}(D-1)}=0 \quad \triangleright \operatorname{randi}(\cdot)\) generates random integers
            end for
        end if
        for \(i=0, \ldots, N-1\) do
            for \(j=0, \ldots, D-1\) do
                if \(\operatorname{map}_{i j}==1\) then
                    \(T_{i, j}=P_{i, j}\)
            end if
            end for
        end for
        return T
    end procedure
```

In order to control the boundary of the elements generated by the two above mentioned phases, the BSA algorithm also includes a boundary control procedure. For each individual in the population, this procedure verifies the values of each variable belonging to the domain. If the value overflows the allowed search-space limits, then the variable is substituted by a randomly generated one.

The last step of the BSA is the Selection-II. In this phase, the $T_{i}$ 's with better fitness values than the corresponding $P_{i}$ 's are used to update the $P_{i}$ 's. A variable $P_{\text {best }}$ is used to store the best individual across the epochs.

### 6.3 Particle Swarm Optimization

Originally proposed in [86], the Particle Swarm Optimization is inspired on social behaviour and interaction among the members of a swarm (flock of birds, colony of bees, for example). The group behaviour is influenced by the combined experience of a single particle as well as the whole group. According to [87], the main inspiration of

PSO comes from the simulation and analysis of social dynamics and the interactions among the members of organized colonies, therefore, it is categorized as a swarm intelligence algorithm.

Moreover, PSO is a versatile population-based optimization technique, similar to evolutionary algorithms, but with no crossover nor mutation operators. Basically, particles "fly" above the fitness landscape, while a particle's movement is influenced by its attraction to its neighbourhood best (the best solution found by members of the particle's social network), and its personal best (the best solution the particle has found so far) [12].

In PSO, the population is formed by individuals called particles. For each particle, there are two main properties: the particle dynamics and the particle information network. In such algorithm, particles move over the search space using the following equations:

$$
\begin{align*}
& v(t+1)=v(t)+a(t+1)  \tag{6.6}\\
& x(t+1)=x(t)+v(t+1) \tag{6.7}
\end{align*}
$$

where $a, v, x$ and $t$ are acceleration, velocity, position and time, respectively.
Each particle's acceleration parameter is updated following two attraction forces. The first one is the local best (indicated by pbest), which is a memory of the best positioning reached by the particle over time. Another factor composing the attraction force is the global best (or the neighbourhood best, indicated by gbest). In this case, some network topologies have been tried in some research in order to find out the neighbourhood impact over a particle in searching for solutions. According to [12], the fully connected network is a popular choice for unimodal problems and therefore there is a single gbest representing the best location found by the whole swarm.

There is a class of PSO called Standard PSO (SPSO for short). There are three main versions of such standard which are the SPSO 2006 [79], the SPSO 2007 [11] and SPSO2011 [88]. Regardless the changed aspects, they follow a canonical basis, which are depicted in Algorithm 6.3.1. The Table 6.1, summarizes the main differences among them. About the velocity update, the SPSO2011 uses the following equation to update the velocity:

$$
\begin{equation*}
v_{i}(t+1)=w v_{i}(t)+x_{i}^{\prime}(t)-x_{i}(t) \tag{6.8}
\end{equation*}
$$

where $x_{i}^{\prime}$ is a random point (not necessarily uniformly picked) that lies in the hypersphere $H_{i}\left(G_{i},\left\|G_{i}-x_{i}\right\|\right)$ for which $G_{i}=x_{i}+c \frac{p_{i}+l_{i}-2 x_{i}}{3}$

Table 6.1: Comparison among Standard PSO implementations [11]. The function $[u]$ gives the integer part of $u$.

| N | Feature | SPSO2006 | SPSO2007 | SPSO2011 |
| :---: | :---: | :---: | :---: | :---: |
|  | Swarm Size |  | $10+[2 \sqrt{D}]$ | User defined (40 is a suggested number) |
|  | Initialization |  | $\begin{aligned} & (0)=U\left(\min _{d}, \max _{d}\right) \\ & (0)=\frac{U\left(\min _{d}, \max _{d}\right)-x_{i}(0)}{2} \\ & (0)=x_{i}(0) \\ & (0)=\arg \min _{j \in N_{i}(0)}\left(f_{i}\left(p_{j}(0)\right)\right) \end{aligned}$ | $v_{i}(0)=U\left(\min _{d}-x_{i, d}(0), \max _{d}-d_{i, d}\right)$ |
|  | Velocity Update |  | $\begin{aligned} (t+1)= & w v_{i, d}(t)+ \\ & U(0, c)\left(p_{i}(t)-x_{i}(t)\right)+ \\ & U(0, c)\left(l_{i}(t)-x_{i}(t)\right) \end{aligned}$ | Equation 6.8 |
|  | When local best= previous best | Nothing special | $v_{i, d}(t+1)=w v_{i, d}(t)+U(0, c)\left(p_{i}(t)-x_{i}(t)\right)$ | $G_{i}(t)=x_{i}+c \frac{p_{i}-x_{i}}{2}$ |
|  | Confinement | $\left\{\begin{array}{l} \text { if } x_{i, d}(t+1 \\ \text { if } x_{i, d}(t+1 \end{array}\right.$ | $\begin{aligned} & <\min _{d} \text { then }\left\{\begin{array}{l} x_{i, d}(t+1)=\min _{d} \\ v_{i, d}(t+1)=0 \end{array}\right. \\ & )>\max _{d} \text { then }\left\{\begin{array}{l} x_{i, d}(t+1)=\max _{d} \\ v_{i, d}(t+1)=0 \end{array}\right. \end{aligned}$ | Similar to 2007 but $v_{i, d}(t+1)=-0.5 v_{i, d}(t+1)$ |

```
Algorithm 6.3.1 Canonical PSO [12]
    for each particle \(i\) do
        Random choose \(v_{i}, x_{i}=p_{i}\)
        Evaluate \(f\left(p_{i}\right)\)
        \(g=\arg \max \left(f\left(p_{i}\right)\right)\)
    end for
    repeat
        for each particle \(i\) do
            Update \(v_{i}, x_{i}\)
            Evaluate \(f\left(x_{i}\right)\)
            if \(f\left(x_{i}\right)>f\left(p_{i}\right)\) then \(\triangleright\) Updating the local best
                \(p_{i}=x_{i}\)
            end if
            if \(f\left(x_{i}\right)>f\left(p_{g}\right)\) then \(\triangleright\) Updating the global best
                \(p_{g}=\arg \max f\left(p_{i}\right)\)
            end if
        end for
    until Termination criteria reached
```


### 6.4 Simulated Annealing Approach

The Simulated Annealing (SA) has emerged from some works developed by S. Kirkpatrick et al [89] and V. Cerny [90]. SA is a meta-heuristic process of local search that accepts not improved solutions with a certain probability in order to escape from local optimal points. This process is based on a procedure used to annealing material to a maximal equilibrium state. Such maximal equilibrium is the "cooling" of a problem to be optimized, starting at a high temperature and then slowing down such temperature until no changing can be reached [89].

The SA algorithm begins the search from any initial solution. Such initial solution $\left(S_{0}\right)$ can be chosen by heuristic methods or stochastic ones. For each iteration, a neighbor solution $\left(S^{\prime}\right)$ is generated from the current one $(S)$. Neighbor solutions that improve the result of an energy cost function are always accepted. Worse neighbor solutions can be accepted with a certain probability (Boltzmann Probability Density function is used in general). As the temperature $(T)$ is decreasing, the probability of acceptance of such worse neighbor solution decreases as well. Considering the minimization case, Let $\Delta=J(S)-J\left(S^{\prime}\right)$, then the probability of a worse solution $S^{\prime}$ be accepted ( $S \leftarrow S^{\prime}$ ), over a temperature $T$ is expressed as [91]:

$$
\begin{equation*}
P_{T}\left(S \leftarrow S^{\prime} \mid \Delta<0\right)=e^{-\frac{\Delta}{T}} \tag{6.9}
\end{equation*}
$$

$$
\begin{equation*}
\operatorname{Pr}\left(S_{m} \in \mathbf{S}^{*}\right) \rightarrow 1 \quad \text { as } \quad m \rightarrow \infty \tag{6.10}
\end{equation*}
$$

where $\mathbf{S}^{*}$ is the global optimal solution set and $S_{m}$ is the solution $S$ on step $m$, under the cooling scale defined by:

$$
\begin{equation*}
T_{k}=\frac{\Phi}{\log k} \tag{6.11}
\end{equation*}
$$

where $\Phi$ is a constant proportional to the value of $J$.
Under these circumstances, the algorithm will converge to a global optimum, with certain probability, if and only if, when time $k \rightarrow \infty$ [92]. The whole algorithm can be seen in Algorithm 6.4.1.

When dealing with meta-heuristics, a common questions are how to implement the neighbourhood generation function, how to define the objective function and how to generate the initial solution. In SA, the main project issues are:

- The probability function of accepting worse candidate solutions.
- The cooling rate: this is a fundamental aspect for which has a fundamental role in the speed and quality of solutions.

```
Algorithm 6.4.1 Simulated Annealing Algorithm
    function simulatedAnnealing ( \(S\) )
        while \(T>T_{\text {min }}\) do
            repeat
                    Generate a neighbor solution \(S^{\prime}\) from \(S\)
                    \(\Delta \leftarrow J(S)-J\left(S^{\prime}\right)\)
                    \(S^{*} \leftarrow \arg \min \left\{J(S), j\left(S^{\prime}\right), J\left(S^{*}\right)\right\}\)
                    if \(\Delta<0\) then
                            \(S \leftarrow S^{\prime}\) with probability \(e^{-\Delta / T}\)
                    else
                    \(S \leftarrow S^{\prime}\)
                    end if
                until Some iteration criteria is reached
                Update T
        end while
        return \(S^{*}\)
    end function
```


## Generating neighbor solutions

As could be seen in the model, each solution candidate should fulfill two restrictions:

1. The step size should be less than or equal to a given value ("movement constraint").
2. After the movements, the swarm should stay connected ("connectivity constraint").

We call the first one as the movement constraint and the second one as the connectivity constraint. In order to generating only neighbor solutions for which satisfies (1), we decided to random an angle which varies from 0 to $2 \pi$ and an uniformly generated variable from 0 to 1 that multiplies the maximum distance allowed from the point in $S^{0}$ to whichever $S^{\prime \prime}$. In Figure 6.2, it is illustrated $S^{1}$ being a neighbor solution of $S^{0}$, as well as $S^{2} \in N\left(S^{1}\right)$. Whichever be the solution $S^{\prime}$, it should respect the movement constraint $\left(\leq D_{\max }=R_{\text {step }}\right)$.


Figure 6.2: Situation where from $S^{0}$ to $S^{2}$ we have the amount of traveled restriction limited by the configuration value $D_{\max }$.

The connectivity constraint is not explicitly handled due to allow another reachable network configurations. If we explicitly constraint the step size to be in the connectivity radius, the algorithm could not be able to find other connected configurations. By the other hand, by generating solutions only considering the step size constraint could lead to a high number of unfeasible solutions (disconnected configurations).

### 6.5 Final remarks on the considered solutions

In this chapter we have presented some of the chosen heuristic solutions, as well as we depicted how to represent the solutions and the energy function. One natural question is why we have chosen the aforementioned techniques. This choice was guided as we would like to test some of the traditional solutions (such as Genetic Algorithms and Simulated Annealing) as well as to try new ones (Backtracking

Search Algorithm and Standard PSO 2011). In the next chapter we present our methodology and some experimental results over the proposed solutions.

## Chapter 7

## Experimental Results

In this chapter it is presented the test methodology as well as the results of the afore proposed solutions.

### 7.1 Review on testing scenarios

Before presenting the chosen evaluation methodology, it is important to review the ways researchers have been using to present their results. This is necessary, because there is some limitations on the fixed images when there is the necessity of showing the performance of moving agents. Therefore, in the next paragraphs it is mentioned how the results are presented in the correlated literature.

In [38], the authors present their results from a setup of six robots positioned in a line formation on the plane. The objective is to position the robot in order to increase the algebraic connectivity. So in the same graph, all trajectories points are plotted highlighting the initial and final state of the agents. Moreover, in [? ], a setup of 9 agents, where one of them plays a role of leader with a proper trajectory, and the other 6 should follow it without loosing the group connectivity. The results are in general shown using screenshots of some seconds of simulations including the initial and final states.

In [60], the authors simulated the connectivity maintaining algorithm over a randomly generated six-node network. In such scenario, three robots played the role of leader implementing the following motion model: $\dot{p}_{x}^{i}=-0.2, \dot{p}_{y}^{i}=0.5 \cos \left(p_{x}^{i}\right)$. The other three followed the control law proposed by the authors, which consisted of increasing an estimated algebraic connectivity $\lambda_{2}$. Again, some screen-shots of some seconds of simulation had been taken and shown.

In [29], the authors simulated a swarm of 30 robots executing two tasks: rendezvous and formation preserving. The former is to drive the robots to a common, not a priori specified location without relying on global positioning. While the latter consists of driving the robots from an initial connected setup to a desired
global formation (from a random form to a circle, for example). Furthermore, in [93], a formation of six agents is controlled to reach a target position. They ran each simulation 30 times, and for each setup the robots were deployed in random formation with the restriction of the barycenter of swarm was 15 m far from the objective point. As a quality measure, they accounted the average control effort. They computed the control effort as the sum of the norm of the input control vector.

### 7.2 Evaluation Methodology

The first hypothesis is that there is an assignment between targets and active pursuers. Active pursuers is the label to pursuer agents that are following its mission instructions. The considered application scenario assignees a mission of trying to capture all targets in the environment, i. e., to minimize the average sum of squared distance between the set of targets and the set of active agents. At the very first second, as the vehicles are deployed very closely to each other, this can be done using a small set of messages, because the initial proximity graph is a complete one. Therefore, it is assumed that for each second the assignment is already known based on the last estimation of targets' positions. For the simulations exposed on this chapter, the Hungarian method [50] has been used to assign pursuers to targets, but only to give a direction for the pursuers. The Hungarian method is shown on algorithm 7.2.1.

```
Algorithm 7.2.1 Hungarian method for assignment
    Input: \(A_{n \times n}\) cost matrix
    \(A[i:] \leftarrow A[i:]-\min _{a_{j} \in A[i:]} a_{j} \quad \triangleright\) From each row, subtract min element from it
    \(A[: i] \leftarrow A[: i]-\min _{a_{j} \in A[: i]} a_{j} \quad \triangleright\) From each col, subtract min element from it
    Let \(n l\) be the minimum number drawn lines covering all entries equals to 0 in \(A\)
    if \(n l=n\) then
        Finished: An optimal assignment of zeros has been found
    else
        Let \(x\) be the smallest \(a_{i j} \in A\) such that is not covered by any line
        Update \(A \leftarrow A-x\)
        Go to step 4
    end if
```

```
Algorithm 7.2.2 Abandon farthest target policy.
    if \(t>0\) and \(|\operatorname{ObjF}(t-1)-\operatorname{ObjF}(t)|<\epsilon\) then
        farthestPursuer \(\leftarrow\) findFarthestPursuer(pursuers)
        pursuers[farthestPursuer].role \(\leftarrow\) passivePursuer
    end if
    if TargetList.size has decreased then
        for \(p \in\) passivePursuers do
            p.role \(\leftarrow\) pursuer
        end for
    end if
```

When the network is stretching in order to track the assigned targets, the underlying graph can achieve its maximum reachability. In such case, we applied a Abandon farthest target policy. Such policy (described on algorithm 7.2.2) is activated when the objective function does not improve for a period of time (in the present simulations the horizon is 1). Once this happens, the farthest active pursuer changes its role to passive pursuer. The mission of a passive pursuer is to follow its relay provider. We have tried to change the role of an active pursuer to a temporary relay, a role known as pursuer relay. Unfortunately, when doing so, the pursuer relay engages into the relay network creating connectivity dependencies. If we had a hybrid model for which any robot could play any role, then this would not be a problem, since the leaves in the graph could naturally become pursuers. In this case, only a new assignment would be necessary between the leaves of the underlying graph and the remaining of targets. Figure 7.1 illustrates this problem. When the number of searched targets decreases, all passive pursuers may become active ones, and consequently they run for the assignment again.

It is evaluated a scenario where the pursuers are trying to reach their assigned targets and "capture" them. The "capture" of a target is understood as a pursuer reaching its position. When this happens the target disappears from the scenario.

Over this scenario, the following metrics had been taken:

1. Objective function value (in this case the quadratic distance among pursuers and targets) over time
2. Success Rate (number of captured targets over time)
3. Processing time
4. Maximum number of simulated seconds to reach the final state (all targets being captured or the expiration time being reached)


Figure 7.1: Illustration of the problem of a relay pursuer coming back to the role of active pursuer. The sequence is clockwise. The pursuer 0 is asked to become a relay, but as it engages the connectivity network, when it need to come back to the pursuer role, it implicates on connectivity break.

## Computational Tools and Setup

For the experiments exposed on this chapter, the considered language is Python 2.7.6 version, with the numpy package, version 1.8.2, for the linear algebra calculations. In addition, the matplotlib package, version 1.3.1, it was used for plotting the graphics used in this document. All tests ran over a 64 bit Linux kernel version $3.13 .0-37$, running on a Intel i5 1st generation, 1.2 GHz , with 4 GB of memory. All time measures had been taken using the python package time. We also used a python package called munkres which contains an implementation of the Hungarian method used for assignment tasks.

### 7.3 Test instances

In the correlated research, unfortunately it was not be found (until now) some benchmark set of instances in order to compare the algorithms. As could be seen in Chapter 3, the maintenance connectivity problem has been addressed in so many different ways as well as for distinct purposes.

In order to evaluate the proposed solutions, some instance problems have been suggested as well. In each instance, there is an initial group of targets which are positioned in a 2D space area. Each agent is guided with a predefined behavior. From the literature, we have identified six different types of trajectory behavior, which it is described in Table 7.1.

Table 7.1: Target behaviors.

|  | behavior | Description |
| :--- | :---: | :---: |
| 1 | Escape | The targets try to escape from the closest pursuer. |
| 2 | Static | It remains in the same position during all simulation. |
| 3 | Spiral | It starts a spiral trajectory from the deployed start point. |
| 4 | Cooperative | Try to move towards its closest pursuer. |
| 5 | Random | Random movements. |

For evaluating the proposed algorithms, we introduce two scenarios named allLeft and symmetric. In the allLeft scenario a set of 7 targets are deployed in the left of the initial point of relays and pursuers. This can be seen in Figure 7.2. Similarly, in scenario symmetric 8 targets are symmetrically deployed around the initial point of relays and pursuers. This last scenario can be seen in Figure 7.3.


Figure 7.2: Scenario allLeft where the seven targets are on the left of the initial deployment of the swarm.

Table 7.2: behavior schemes.

## behavior Scheme Description

allStatic All targets remain where they are initially deployed.
allRandom At each moving second, all targets pick a random angle and velocity

4Evasive4Static Four targets escapes from its closest pursuer. The remaining stay static.
4Collaborative4Spiral Four targets are trying to move towards their closest pursuers while the remaining are moving in spiral movements.


Figure 7.3: Scenario symmetric where eight targets are initially deployed in a symmetric way around the initial deployment of the vehicles

Once the scenarios have been set, we also propose four behavior schemes which are depicted on Table 7.2. The all static is interesting case when dealing with fixed targets for which the swarm should reach. For example, the capture state could seen as deliver some resources to fixed spots in a map, for example. The allRandom case illustrate the undefined routes of these moving targets. The other combinations are randomly chosen. The escape and spiral behaviors are the most difficult to handle. All relays and targets have a fixed maximum velocity of $5 \mathrm{~m} / \mathrm{s}$, with a communication range of 15 m . The weighting function was the one as the Figure 2.6, with $\rho_{1}=4$ and $\rho_{2}=7$. The target's maximum velocity was set to $2 \mathrm{~m} / \mathrm{s}$. The results are presented in the next section.

### 7.4 Results based on the test instances

We evaluate the SwarmLambda2 solution with and without the SER variation. A good property for the solutions is to find the set of positions using the minimum amount of processing. For that reason, we have chosen small populations for the stochastic solutions. For each such solution, we evaluate three distinct parameter sets, as shown by Tables 7.3, 7.5, 7.4 and 7.6. For each environment $\times$ behavior
scheme $\times$ solution setting we have ran 8 trials. Tables A.1,A.2,A. 3 and A. 4 summarizes the results for the environment allLeft, as well as Tables A.5, A.6, A. 7 and A. 8 the results for the environment symmetric. In order to simplify the presentation of the results, we show the best results in tables .

Table 7.3: BSA settings.

| \# | Pop. Size | Dim. Rate | \# of generations |
| :---: | :---: | :---: | :---: |
| 1 | 50 | 0.2 | 50 |
| 2 | 30 | 0.2 | 50 |
| 3 | 10 | 0.2 | 20 |

Table 7.4: GA settings.

| \# | Pop. Size | CrossOver | Mutation | \# of generations |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 50 | 0.1 | 0.05 | 10 |
| 2 | 20 | 0.1 | 0.05 | 20 |
| 3 | 10 | 0.1 | 0.05 | 30 |

Table 7.5: SA settings.

| $\#$ | High Temperature | Freeze | Temperature |
| :---: | :---: | :---: | :---: | \# setps at each temp.

Table 7.6: PSO2011 settings.

| \# | Pop. Size | \# of generations |
| :---: | :---: | :---: |
| 1 | 50 | 10 |
| 2 | 30 | 8 |
| 3 | 10 | 5 |

The boldfaced metaheuristics configurations indicate the best performance in terms of processing time as well as the sign * indicate the best metaheuristic solutions in terms of max simulated seconds to reach the final state (capture all
targets). We established a total of 200 seconds for the max of simulated seconds, i.e, if a solution spent 200 seconds and the success rate is less than 1.0, it means that the vehicles finalized their mission without capturing all targets. $S w L_{2}$ and $S w L_{2}$ (SER) stands for SwarmLambda2 and SwarmLambda2 with SER mechanism for ordering the processing of each unit. The subscript number under the metaheuristics indicate which configuration has been reported according to the settings aforementioned.

## Scenario allLeft

Table 7.7: Scenario allLeft behavior allStatic.

|  | $S w L_{2}$ | $S w L_{2}(\mathrm{SER})$ | $S A_{1}^{*}$ | $B S A_{1}^{*}$ | $\mathrm{PSO}_{\mathbf{2}}$ | $\mathbf{B S A}_{\mathbf{2}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Avg. Proc. Time | 0.11 | $\sim 0.23$ | 1.50 | 1.74 | 0.08 | 0.19 |
| Success | 1.0 | 1.0 | 1.0 | 1.0 | 0.9 | 0.7 |
| S. Seconds | 23 | 23 | 22 | 19 | 200 | 200 |

Table 7.8: Scenario allLeft behavior allRandom.

|  | $S w L_{2}$ | $S w L_{2}(\mathrm{SER})$ | $B S A_{1}^{*}$ | $S A_{1}^{*}$ | $\mathbf{G A}_{\mathbf{3}}$ | $\mathbf{S A}_{\mathbf{3}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Avg. Proc. Time | $\sim 0.12$ | $\sim 0.45$ | $\sim 1.50$ | $\sim 1.31$ | $\sim 0.16$ | $\sim 0.45$ |
| Success | 1.0 | 1.0 | 1.0 | 1.0 | 0.4 | 0.9 |
| S. Seconds | $\sim 25$ | $\sim 28$ | $\sim 24$ | $\sim 32$ | 200 | 200 |

Table 7.9: Scenario allLeft behavior 4Evasive4Static.

|  | $S w L_{2}$ | $S w L_{2}(\mathrm{SER})$ | $S A_{1}^{*}$ | $S A_{1}^{*}$ | $\mathbf{P S O}_{\mathbf{2}}$ | $\mathbf{S A}_{\mathbf{3}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Avg. Proc. Time | 0.11 | $\sim 0.65$ | 1.5 | 1.74 | 0.08 | 0.41 |
| Success | 1.0 | 1.0 | 1.0 | 1.0 | 0.9 | 0.7 |
| S. Seconds | 24 | 24 | 22 | 19 | 200 | 200 |

Table 7.10: Scenario allLeft behavior 4Collaborative4Spiral.

|  | $S w L_{2}$ | $S w L_{2}(\mathrm{SER})$ | $B S A_{3}^{*}$ | $S A_{1}^{*}$ | $\mathbf{G A}_{\mathbf{2}}$ | $\mathbf{G A}_{\mathbf{3}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Avg. Proc. Time | 0.14 | $\sim 0.17$ | 0.94 | 1.62 | 0.16 | 0.17 |
| Success | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 |
| S. Seconds | 23 | 23 | 15 | 16 | 52 | 58 |

## Scenario symmetric

Table 7.11: Scenario symmetric behavior allStatic. There were not metaheuristics with success rate greater than 0.5 .

|  | $S w L_{2}$ | $S w L_{2}(\mathrm{SER})$ |
| :---: | :---: | :---: |
| Avg. Proc. Time | 0.07 | $\sim 0.45$ |
| Success | 1.0 | 1.0 |
| S. Seconds | 199 | 143 |

Table 7.12: Scenario symmetric behavior allRandom. There were not metaheuristics with success rate greater than 0.5 .

|  | $S w L_{2}$ | $S w L_{2}$ (SER) |
| :---: | :---: | :---: |
| Avg. Proc. Time | 0.06 | $\sim 0.45$ |
| Success | 3 cases with 1.0 | 1 case with 1.0 |
| S. Seconds | 150 (best) | 151 |

Table 7.13: Scenario symmetric behavior 4Evasive4Static. There were not metaheuristics with success rate greater than 0.5 .

|  | $S w L_{2}$ | $S w L_{2}(\mathrm{SER})$ |
| :---: | :---: | :---: |
| Avg. Proc. Time | $\sim 0.07$ | $\sim 0.68$ |
| Success | 1.0 | 1.0 |
| S. Seconds | 143 | 158 |

Table 7.14: Scenario symmetric behavior 4Collaborative4Spiral. There were not metaheuristics with success rate greater than 0.5 .

|  | $S w L_{2}$ | $S w L_{2}(\mathrm{SER})$ |
| :---: | :---: | :---: |
| Avg. Proc. Time | 0.06 | $\sim 0.55$ |
| Success | 1.0 | 1.0 |
| S. Seconds | 71 | 70 |

### 7.5 Final remarks on the general results

Generally speaking, the heuristics are a great solution in case of whatever weighting function could be used. In the SwarmLambda2 solution, the weighting function should necessarily be a decrease function of the distance between agents. Another difference of using the heuristics is that the one-tier is still maintained and a relay can be a connectivity provider of more than one pursuer. While in the SwarmLambda2 solution a pursuer needs an exclusive relay provider. Of course another assignment among relay-provider and pursuers could be provided over time. This was not tested because it is believed that as the pursuers and relays are initially deployed close to each other, and because of the model, the initial relay provider would be the fittest one to maintain as its role. However, further investigations towards such dynamic assignment could generate better results.

Using the proposed model to model the energy function used in the heuristics, it could be observed that when the communication radius is reasonably greater than the allowed step size, the initial solutions on the relays mode leads to the same energy amount. This is due to the fact that the connectivity measure used in such function is used only to classify the solution as feasible and infeasible. Maybe an investigation towards the use of some connectivity indicator could be used in order to give a hint on good relay positioning for initial solutions.

Despite the adaptability of the heuristics, their processing times, when compared to the SwarmLambda2 is still a drawback. However, by comparing the SwarmLambda2 with and without the SER mechanism, it could be observed that the order for which the relays are chosen to decide its movements implicates on the maximum number of seconds spent to reach the final state of the simulation. Therefore, future investigations towards the adaptation of the SER mechanism in order to prioritize the relay-providers as sinks would probably integrate the two advantages of such kind of solution.

## Chapter 8

## Visual Tracker

This chapter composes the second general objective of this thesis which consists of proposing a realtime tracker of generic objects to improve the vision of the drone. In order to reach such objective, it was necessary to study for pattern recognition techniques for which could contribute to realtime processing. In this way, it was decided to investigate the WiSARD weightless model as a classification system on the problem of tracking multiple objects in realtime. Exploring the structure of this model, the proposed solution applies a re-learning stage in order to avoid interferences caused by background noise or variations in the target shape. So the problem consists of given the bounding box covering the desired object in the first frame, the objective is to adapt to the new shapes of the object following it through the screen view. Moreover, a mid- and short-term memory scheme is proposed in order to overcome problems in past shapes of the followed object.

### 8.1 Related Work

Tracking objects in real-time is an important and challenging task, useful for many applications. Among its challenges, the real-time requirement is an obstacle for many off-the-shelf tracker solutions due the high cost of processing. Therefore, a fast tracker solution with exploration of the total observed area is decisive for such type of application. The exploration of the whole image area has a high cost, so using parallel approaches sounds an interesting way to achieve it.

SanMiguel et al. [94] proposed a framework for video tracking algorithms quality estimation, which features the capability of evaluating video trackers with multiple failures and recoveries over long sequences. Percini and Del Bimbo [95] presented a tracking method that uses multiple instances of scale invariant local features, and a non parametric learning algorithm based on the transitive matching property, showing state of the art tracking performance on public available benchmark datasets. In [96], the WiSARD model has been successfully used by an artificial
vision system in order to follow the cadence of ships, implying in a model of the movement of an observed vessel.

In this work, a part of [94] is used as the means of evaluating tracker accuracy. Besides, the adopted methodology takes the opposite approach of [95] by adopting a minimum number of features, focusing on portability and speed of the tracker. Moreover, the objective of this paper is evaluate the use of WiSARD neural model, taking advantages of its structure in order to overcome the real-time requirement of an on-line tracker for general objects.

This paper is organized as follows. The WiSARD models is presented in section 8.2. In following, the section 8.5 describes how we used the WiSARD as the classification system of the proposed tracker application. Then, the experimental setup followed by some results are presented in section 8.5.1. Finally, in section 8.6 some conclusions and future improvements are pointed.

### 8.2 WiSARD

The WISARD is a weightless neural network model conceived, initially, for bill recognition and to be implemented in hardware. WiSARD stands for Wilkie, Stonham and Aleksander's Recognition Device [9]. The model has its neuron unit based in the RAM memory. In training mode, this RAM memory stores " 1 " on its memory position addressed by the binary input pattern (the non-addressed entries remain " 0 "). While in classifying mode, the RAM outputs the value addressed by its input. Thus, a RAM fires when the input pattern addresses a value equals to " 1 ".

As an advantage over the McCulloch and Pitts neuron model, the RAM-neuron is enabled to learn any Boolean function. However, the neuron itself has no generalization capabilities. Thus, the simplest weightless neural network with such ability is known as discriminator. A discriminator is a single layer network with $K$ RAM neurons capable of handling $K N$ inputs. Therefore, a WiSARD network is composed of a set of these discriminators. Each one is responsible for classifying a different pattern. This way, the WiSARD network has the same number of inputs as its discriminators. Figure 8.1 illustrates the architecture of the WiSARD's discriminator.


Figure 8.1: Discriminator: an elementary unity for the WiSARD model [9].

### 8.3 A Weightless Tracker

The proposed WiSARD tracker is composed of components called unit trackers (UT), which holds information about the bounding box of the object to be tracked and the WiSARD instance. In this tracker, the quantity of UTs is defined a priori. Each UT has also two search algorithms: a global one, which is responsible for searching over the entire image; and a local one, which searches around a local neighborhood.

In the beginning of the tracking task, the proposed solution requests all of its tracker units to perform a global search. After that, a local search is invoked, in order to improve the accuracy of the global search answer. If the resulting unit answer is greater than a minimal threshold, the location is stored in a history list.. When the second input image is presented, the tracker retrieves the last history entry, updating the bounding box position through local searches only.

As presented in section 8.2, the original RAM-based neuron of the WiSARD model stores a binary information about the presence or absence of a determined address (pattern). The RAM-based neural networks are subject to the overtraining problem. If the training set has many different patterns, most of RAMs composing the network may fill all (or almost all) available addresses. This event is called saturation and makes the network loose its classifying capabilities.

In order to overcome the overtraining problem, [97] proposed a WiSARD extension called DRASiW, which stores the RAM addressing frequency. This approach allows one to know which parts of the pattern (sub-patterns) happens more frequently. Furthermore, the remaining task is to isolate the relevant subpatterns from the others [98]. A bleaching process is shown by [99], which proposes to accomplish this task by using the frequency information as a filter for the RAM-
neuron fire mechanism. When using this filter, a RAM is able to fire only when the frequency of the input address is greater or equal to a threshold, known as bleaching threshold.

During the tracking process, in addition the background and luminance disturbances, the moving objects tend to change their shape over time. In order to address this problem, two re-learning algorithms are proposed: byMean, which triggers the re-train procedure when the mean of the answers is less than a threshold, and byDiff, which accounts for the historical differences between answers in a buffer. The algorithm byDiff calls the re-learn procedure whenever the buffer reaches a given size and the sum of differences is greater than a threshold. Both algorithms increase the bleaching threshold before re-training.

Two local search algorithms have been developed as well: linearLS and probLS. The former explores the whole local neighborhood delimited by a number $n$ of pixels around a given window position. The latter randomly chooses $p$ different points (rounds) around the neighborhood also delimited by $n$ pixels. Two global search algorithms have also been proposed. The first one, identified as step $G S$, slides the unit window over the whole image, moving by $n$ pixels at each step. Finally, the other one, identified as threadedGS, uses a grid of $n \times m$ instances of the probLS algorithm, associating each instance with a different thread.

### 8.4 Preliminary experimental setup and results

The proposed tracker has been evaluated using a part of the CAVIAR dataset ${ }^{1}$ (the result of only one dataset is shown in this paper). Each image of this dataset has 384x288 pixels and before processing a frame, the tracker binarizes the input image using a luminance threshold. The tracker quality evaluation is done by calculating the amount of intersection between the bounding boxes given by the ground-truth data and the ones given by the tracker.

In order to evaluate the tracker, we assembled sixteen different combinations of the algorithms described in section 8.5, identified by config0 to config15. The combinations of searching algorithms are divided into two pairs, as follows. The searchPair1 has the global search threadedGS ( $16 \times 16$ probLSs, neighbourhood of 10 pixels, and 25 rounds), and the linearLS (neighbourhood of 10 pixels) as the local search algorithm. The searchPair2 has the global search stepGS (step of 5 pixels), and the probLS (neighbourhood of 20 pixels and 40 rounds) as the local search algorithm.

Configs from 0 to 3 use the searchPair1 and the byDiff (threshold equals to 0.08

[^4]and history size $n=3$ ) re-learning strategy. Configs from 4 to 7 use the searchPair2 and the byDiff (threshold equals to 0.08 and history size $n=1$ ) re-learning strategy. Configs from 8 to 11 use searchPair1 and the byMean (threshold equals to 0.08 ) relearning algorithm, while configs from 9 to 15 use the searchPair2 with the same re-relearning algorithm. The parameters used by the algorithms composing the configurations were found empirically.

We ran the tracker application, using the 16 aforementioned configurations, on an $\operatorname{Intel}(\mathrm{R})$ Core(TM) i7-3770 CPU 3.40 GHz processor. We have used the UNIX time application to measure the processing time. Table 8.1 summarizes the results by showing the mean and standard deviation of each tracked target, as well as the quantity of Frames per Second for each configuration. Figure 8.2 shows an output image produced by the tracker.


Figure 8.2: An image from CAVIAR dataset and the bounding boxes drawn by the tracker.

| Setup | Obj1 |  | Obj2 |  | Obj3 |  | Obj4 |  | FPS |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\mu$ | $\sigma$ | $\mu$ | $\sigma$ | $\mu$ | $\sigma$ | $\mu$ | $\sigma$ |  |
| config0 | 0.74 | 0.30 | 1.00 | 0.00 | 1.00 | 0.07 | 0.86 | 0.29 | 48 |
| config1 | 0.70 | 0.21 | 0.98 | 0.10 | 0.76 | 0.17 | 1.00 | 0.04 | 56 |
| config2 | 0.58 | 0.26 | 0.94 | 0.22 | 0.87 | 0.32 | 0.97 | 0.07 | 55 |
| config3 | 0.87 | 0.20 | 0.95 | 0.20 | 0.69 | 0.25 | 0.98 | 0.05 | 52 |
| config4 | 0.86 | 0.27 | 0.92 | 0.22 | 0.71 | 0.40 | 0.99 | 0.04 | 162 |
| config5 | 0.68 | 0.19 | 0.94 | 0.18 | 1.00 | 0.01 | 0.94 | 0.14 | 166 |
| config6 | 0.65 | 0.31 | 0.92 | 0.22 | 0.70 | 0.38 | 0.57 | 0.34 | 165 |
| config7 | 0.74 | 0.29 | 0.88 | 0.23 | 0.82 | 0.36 | 0.79 | 0.26 | 158 |
| config8 | 0.90 | 0.10 | 0.91 | 0.23 | 0.87 | 0.29 | 0.99 | 0.04 | 52 |
| config9 | 0.64 | 0.24 | 1.00 | 0.00 | 0.52 | 0.31 | 0.97 | 0.10 | 56 |
| config10 | 0.70 | 0.25 | 0.97 | 0.11 | 0.89 | 0.28 | 0.98 | 0.05 | 56 |
| config11 | 0.62 | 0.26 | 0.94 | 0.20 | 0.88 | 0.28 | 0.94 | 0.14 | 51 |
| config12 | 0.63 | 0.31 | 0.99 | 0.03 | 0.92 | 0.31 | 0.95 | 0.11 | 164 |
| config13 | 0.68 | 0.25 | 0.93 | 0.19 | 0.70 | 0.42 | 0.97 | 0.08 | 170 |
| config14 | 0.80 | 0.28 | 0.88 | 0.22 | 0.68 | 0.41 | 0.86 | 0.22 | 161 |
| config15 | 0.86 | 0.20 | 0.58 | 0.22 | 0.80 | 0.33 | 0.82 | 0.26 | 153 |

Table 8.1: Summary of results.

The optimal values for the tracking quality measure are the mean equals to 1 and the standard deviation tending to 0 , meaning the window is over the object all the time. Values lesser than 1 indicate the tracker has lost its target (or part of it) during the tracking time.

### 8.5 Hierarchical short and midterm memory

In order to improve the previous results, it was investigated a hierarchical memorybased tracker. Inspired by the human memory hierarchy, the proposed tracker is based on the concept of short- and medium-term memories. It is assumed that the shape changing of a object is seen as a new pattern to be learnt. For each pattern of the followed object, the proposed tracker stores a number of discriminators, each one representing a pattern learned in different moments of the tracking process. Thus, the hypothesis is that it is possible to keep tracking the object even if it changes its shape or becomes occluded for a period of time.

In the beginning of the process, the location of the object in the first frame is used as an input to the tracker, which trains the first discriminator and stores it in the hierarchic memory. For the next frames, the discriminator is used to find the object at the scene, locally searching around the last object's location. The discriminator returns a score to each position inside the searched region, and the position that returns the higher score is assumed to be the location of the object in the current frame. This process goes on until the classification score reaches a pattern threshold. When the score falls below this threshold, the tracker assumes that a new discriminator has to be trained in order to learn the new object shape. The tracker then proceeds to storing the current discriminator into the mediumterm memory, and training a new discriminator to assume that position into the short-term memory.


Figure 8.3: Hierarchic Memory example: At first, the discriminator P1 is used to find the object; in sequence, a new discriminator P2 is trained and placed in the first position; then, if the discriminator P1 returns the best score, it goes to the first place of the queue. In a future frame, P3 is trained and placed in the first position, then, if discriminator P1 returns the best score, it goes to the first position.

For each new frame, the tracker searches for the object pattern into both memory queues. The discriminator that gives the best score is chosen to represent the object location at the current frame, and that discriminator is transferred to the first position of the queue. Both queues have a maximum number of discriminators they can store. When this maximum number is reached, the discriminator located in the last position is dropped. This process guarantees that the most recently seen patterns are maintained in the hierarchic memory. Using this strategy, the discriminator that has not been used for the longest time, is naturally discarded when it is necessary to release memory to allocate a new discriminator. Figure 8.3 illustrates an example of allocation at the hierarchic memory with capacity to store four discriminators while Figure 8.4 shows some states of the tracker running in a real video clip.


Figure 8.4: Running tracker in a video clip called occluded face 2. In the figure it is shown the ordering and creation of the discriminators in the memory queue.

### 8.5.1 Experimental setup and results

The WHMTracker ${ }^{2}$ has been tested with default and tuned parameters in the same set of videos (Figure 8.5) ${ }^{3}$ examined in [10]. The video clips names and the corresponding default and tuned parameters are shown in Table 8.2. All videos are in gray scale and present some problematic situations for a tracking system to handle, such as occlusion and shape changing over time. Before training a discriminator, the cropped image of the object, given by the bounding box, is binarized. For this purpose, the mean value of luminance is used as threshold. This process is employed while the tracker is searching for the object around a local neighborhood.

[^5]The tracker is coded in C++ and we run in a 64bit machine running Linux kernel 2.6.


Figure 8.5: The set of videoclips as input for the considered tracker.

Table 8.2: Default and tuned parameters used in each tested video clip. Video clips identified with * indicate that a background extraction procedure is also part of the parameters.

| Video | Bits | New disc. | Memory Size | Search area |
| :---: | :---: | :---: | :---: | :---: |
| Default params. | 5 | 0.7 | 6 | 12 |
| Tiger1* $^{*}$ | default | 0.35 | 20 | 14 |
| Tiger2 $^{*}$ | default | 0.35 | 20 | 16 |
| Occluded Face $^{2}$ | 3 | 0.5 | 10 | 10 |
| Occluded Face 2 | 3 | 0.5 | 10 | 10 |
| David Indoor | 6 | default | default | 10 |
| Sylvester | 3 | 0.8 | default | 5 |

Table 8.3: Average Center Location Errors (in pixels). Values marked with '*' indicate the best performance and boldfaced ones represent the second best performances.

| Video Clip | MILTrack | WHMTrack | WHMTrackTuned | FPS |
| :--- | :---: | :---: | :---: | :---: |
| Sylvester | $\mathbf{1 1}$ | 22 | $8^{*}$ | 87 |
| David Indoor | 23 | $\mathbf{1 1}$ | $8^{*}$ | 22 |
| Occluded Face | $\mathbf{2 7}$ | $\mathbf{2 7}$ | $12^{*}$ | 17 |
| Occluded Face 2 | 20 | $\mathbf{1 6}$ | $9^{*}$ | 28 |
| Tiger 1 | $\mathbf{1 6}$ | 33 | $11^{*}$ | 45 |
| Tiger 2 | $\mathbf{1 8}$ | 21 | $10^{*}$ | 43 |
| Coupon Book | $\mathbf{1 5}$ | $4^{*}$ | $4^{*}$ | 21 |
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Figure 8.6: Figures 8.6a , 8.6b, 8.6c, 8.6d, 8.6e and 8.6 f show a comparison among the tracker in [10], WHMTracker and Tuned WHMTracker for Tiger1, Tiger2, DavidIndoor, Sylvester, OccludedFace and OccludedFace2 video clips, respectively.

In order to compare the results of the proposed tracker with the ones in [10], the average bounding box center error was adopted. Each video clip includes the associated ground truth data, which gives the position and size of the object from 5 to 5 frames. The same linear interpolation as in [10] was used to get the bounding box information for each frame. In addition, the tracker was executed 5 times for each video and the average error of the center location error was computed. Figure 8.6 shows the results for the set of video clips. Each plot has three pieces of information: the MILTrack result as well as the WHMTracker with and without tuned parameters. Table 8.3 shows a comparison between the results herein obtained and those in $[10]^{4}$.

### 8.6 Final Remarks

In this chapter, the WiSARD model was evaluated as a solution in an on-line multiobject tracking application. Despite the use of a very limited input information (binarized image), the WiSARD model showed promising results towards an adequate classifying algorithm for this type of application. The further tracker, which uses a hierarchic memory architecture in order to store a queue of object patterns represented by discriminators of the WiSARD model was capable of getting satisfactory results. This memory architecture model was important to overcome problems such as occlusion, because a memory of a past seen object is stored and it is used as soon as the object becomes visible again.

As shown by the experiments, the proposed tracker is able to surpass the results presented in [10], using tuned parameters. The online training of a new discriminator representing a new object pattern was possible due to the WiSARD architecture, which allows for one shot learning. The main shortcoming of the proposed solution is the parameterization search. Future improvement includes search over the environment and object properties in order to propose a solution for auto tuning the tracker parameters.

[^6]
## Chapter 9

## General Conclusions

### 9.1 Achievements

This thesis considered the positioning of a set of agents under connectivity constraints. Some of the main measures of connectivity in graphs was revised as well as the main weighting functions to represent the behaviour of the connectivity signal, based on the distance between agents. Furthermore, the problem and the correlated approaches have been reviewed into Chapter 3. It could be seen that the problem is interesting even from the simple instance where two points should be connected. Moreover, when considering multiple endpoints for which the connection is required, the problem is even harder to handle.

The first development of this thesis consisted on modelling a scenario where a set of pursuers, subject to connectivity constraints, was designed to approximate a set of targets. Therefore, the problem has been modelled considering the Manhattan distance (and the vehicles moving into a grid), for which a quadratic objective function (minimize the quadratic distance among pursuers and targets) under linear constraints have been realized. In order to handle the scalability problem of solving instances with reasonable big sizes, it also has been studied a recurrent neural network method as a solver for problems such as this one. It could be seen that even for instances with multiple robots and targets and relays, the neural network solver has converged in less than 0.35 seconds, which could be useful for online instances.

The main issue of handling the problem as an optimization model is the dynamical structure of the network. For dealing with such problem, it has been considered the second smaller eigenvalue of the Laplacian of the graph, as a measure to be optimized. It has been taken an estimate of this number, since 0 could not be double root of the characteristic polynom of the Laplacian of the underlying graph, it has explored this property in order to propose a measure of connectivity. This measure is based on the calculation of the square sum of the determinant
of the Laplacian matrix, substituting some columns in a proper way. In order to obtain a model free of considering the network structure directly, it is used the gradient over this measure, guaranteeing that the considered agent will move under the restriction that this measures, when applied on the underlying graph composed by its neighbours, be over the minimum connectivity measure.

Furthermore, in order to fulfil the distributed requirement, it is proposed that the distribution of the model, in a way that a node $j$, for calculating its new position, only needs to know information about its 1-hop neighbourhood. Additionally, over the proposed measure, we defined the minimum connectivity measure, which could be calculated in a straightforward way needing only the neighbourhood information and the minimum value for considered the weighting function.

Beyond these approaches, some population-based heuristics have been investigated. This is useful for the calculation of the random global structures search. Some numerical experiments have been run using some test scenarios in order to show the feasibility of the proposed methods.

The other objective of this thesis consisted of the study and proposal of a generic object tracker in order to compose the vision of the drone. For this objective, the WiSARD weightless neural network has been considered as the classifier method for composing the tracker. This choice was useful for such online requirement because of the velocity of the training of the classifier. This feature allowed to propose a method with a re-learning stage. For this reason, once the object changed its shape, the classifier was able to retrain the new pattern. Furthermore, a mid- and short-term memory based tracker has also been proposed in order to store the past patterns with some expiration time. The considered tracker had been submitted on a benchmark for which was able to overcome the considered literature tracker.

### 9.2 Perspective for further research

In the connectivity problem, there are still some open opportunities to extend the research. As some future insights, the following had been considered:

1. Handle the obstacle scenario: in this branch there are two other considerations which are the moving obstacles and static scenarios. It is important to highlight the weighting function problem over such scenarios because it is difficult to simulate the behaviour of such signals because the material of the obstacles and their shape would impact directly on the signal strength. Maybe it could be harder to consider such weighting functions and the velocity of the computation should be a requirement even more strict.
2. Consider the vehicles dynamic models: in a way to become even more
realistic, maybe the control of the connectivity should also consider the vehicles dynamic model of movement.
3. SER for dynamic graphs: In the experiments with the use of the Schedule by Edge Reversal the oriented concurrency graph is built over the current network topology. This ensures the starvation- and deadlockfreedom properties of the algorithm. But after each sink has finished the calculation of its new position, a new proximity graph is generated to update the neighbourhood information. Therefore, maybe it can be interesting the investigation of the SER actuation over proximity graphs, and the presented test-bed could be a good start for considering an application scenario for such consideration.
4. Consider the minimization static problem In Chapter 3, we described some works dealing with the network design using a minimum number of vehicles. A straightforward result from this thesis could be to apply the solution to this problem, by changing the abandon target policy and the capture state implementation. Instead of abandon targets we add more relays, the network could stretch in order to provide a minimum number to stablish connectivity. In addition, instead of erasing targets from the system, the objective would become to find a zero value for the objective function. Thus, the number of employed relays would be an approximation to such problem.
5. Hybrid models Back on Chapter 5, we discussed about the number of possible unlabelled trees with $n$ vertices. However, the number of possibilities may decrease over time, depending on the structure the network can become. The real number of considered trees should be accounted as the number of reachable trees. A reachable tree $T^{\prime}$ generated from a tree $T$ is such that $\operatorname{dist}\left(a \in T, a^{\prime} \in T^{\prime}\right) \leq \Delta$, where $\operatorname{dist}(\cdot)$ is some distance metric and $\Delta$ is the maximum allowed displacement. If the number of reachable trees is a reasonable one, then a hybrid system can involve the recurrent neural network solver (as depicted in Chapter 4) or even considering the Quadratic Programming Model with Quadratic Solutions. A drawback of this could be the distributed version of it. Nevertheless, it could generate interesting results.
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## Appendix A

Detailed results over the allLeft and symmetric scenarios

Table A.1: Summary of results for the scenario allLeft with behaviour scheme allStatic.

|  |  | SwarmLambda 2 |  | BSA |  |  | GA |  |  | SA |  |  | PSO2011 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Normal | SER | 1 | 2 | 3 | 1 | 2 | 3 | 1 | 2 | 3 | 1 | 2 | 3 |
| $t_{1}$ | AvgProcTime | 0.11\|0.01 | 0.23\|0.02 | 1.74\|0.44 | $0.21 \mid 0.10$ | ${ }^{0.50 \mid 0.26}$ | $0.19 \mid 0.08$ | ${ }^{0.16 \mid 0.07}$ | 0.17\|0.06 | 1.03\|0.54 | ${ }^{1.14 \mid 0.60}$ | ${ }^{0.69 \mid 0.24}$ | 0.52\|0.22 | ${ }^{0.08 \mid 0.03}$ | 0.68\|0.27 |
|  | OF | 22.86 | 22.94 | 25.25 | 20.48 | 16.44 | 21.79 | 20.98 | 20.36 | 18.54 | 15.69 | 12.56 | 20.35 | 11.57 | 8.82 |
|  | Success | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 0.7 |
|  | Simul. Sec | 23 | 23 | 19 | 138 | 63 | 41 | 80 | 151 | 42 | 58 | 177 | 41 | 167 | 200 |
| $t_{2}$ | AvgProcTime | 0.11\|0.01 | $0.24 \mid 0.02$ | 1.74\|0.43 | $0.24 \mid 0.12$ | $0.82 \mid 0.24$ | $0.18 \mid 0.07$ | $0.19 \mid 0.08$ | ${ }^{0.14 \mid 0.05}$ | 1.05\|0.50 | ${ }^{1.28 \mid 0.64}$ | 1.12\|0.44 | 0.53\|0.22 | 0.11\|0.04 | 1.03\|0.52 |
|  | OF | 22.86 | 22.94 | 25.47 | 16.77 | 25.19 | 22.90 | 19.97 | 23.46 | 19.58 | 16.86 | 20.38 | 21.02 | 14.76 | 17.33 |
|  | Success | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 |
|  | Simul. Sec | 23 | 23 | 19 | 69 | 20 | 57 | 47 | 180 | 40 | 43 | 37 | 35 | 62 | 39 |
| $t_{3}$ | AvgProcTime | 0.11\|0.01 | 0.25\|0.02 | ${ }^{0.73 \mid 0.35}$ | ${ }^{0.19 \mid 0.08}$ | 0.75\|0.27 | $0.17 \mid 0.07$ | $0.14 \mid 0.05$ | ${ }^{0.13 \mid 0.05}$ | 1.18\|0.49 | ${ }^{1.06 \mid 0.55}$ | 1.19\|0.51 | ${ }^{0.50 \mid 0.23}$ | ${ }^{0.12 \mid 0.05}$ | 1.06\|0.49 |
|  | OF | 22.86 | 22.94 | 9.04 | 8.70 | 22.51 | 18.83 | 26.16 | 20.61 | 19.09 | 15.93 | 18.29 | 18.19 | 20.87 | 21.17 |
|  | Success | 1.0 | 1.0 | 0.7 | 0.7 | 1.0 | 1.0 | 1.0 | 0.9 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 |
|  | Simul. Sec | 23 | 23 | 200 | 200 | 25 | 62 | 186 | 200 | 31 | 81 | 42 | 37 | 36 | 35 |
| $t_{4}$ | AvgProcTime | ${ }^{0.11 \mid 0.01}$ | ${ }^{0.26 \mid 0.02}$ | ${ }_{1} 1.13 \mid 0.57$ | ${ }^{0.19 \mid 0.08}$ | ${ }^{0.71 \mid 0.29}$ | ${ }^{0.19 \mid 0.08 ~}$ | ${ }^{0.13 \mid 0.05}$ | ${ }^{0.16 \mid 0.05}$ | 1.28\|0.55 | ${ }^{1.66 \mid 0.63}$ | $0.68 \mid 0.23$ | ${ }^{0.54 \mid 0.22}$ | ${ }^{0.08 \mid 0.03}$ | 1.09\|0.48 |
|  | OF | 22.86 | 22.94 | 14.46 | 14.26 | 20.74 | 21.90 | 20.85 | 17.85 | 21.70 | 22.41 | 15.97 | 21.26 | 9.14 | 21.14 |
|  | Success | 1.0 | 1.0 | 1.0 | 0.7 | 1.0 | 1.0 | 0.7 | 1.0 | 1.0 | 1.0 | 0.9 | 1.0 | 1.0 | 1.0 |
|  | Simul. Sec | 23 | 23 | 46 | 200 | 28 | 41 | 200 | 110 | 27 | 26 | 200 | 35 | 183 | 35 |
| $t_{5}$ | AvgProcTime | 0.11\|0.01 | 0.28\|0.02 | ${ }_{1.64 \mid 0.54}$ | ${ }^{0.29 \mid 0.14}$ | ${ }^{0.38 \mid 0.17}$ | ${ }^{0.17 \mid 0.07}$ | ${ }^{0.16 \mid 0.06}$ | ${ }^{0.18 \mid 0.07}$ | 1.25\|0.48 | ${ }^{1.38 \mid 0.66}$ | $0.60 \mid 0.28$ | ${ }^{0.57 \mid 0.24}$ | ${ }^{0.08 \mid 0.03}$ | 1.07\|0.52 |
|  | OF | 22.86 | 22.94 | 22.90 | 17.11 | 11.42 | 20.57 | 21.36 | 18.27 | 22.56 | 21.23 | 18.45 | 21.83 | 8.74 | 20.21 |
|  | Success | 1.0 | 1.0 | 1.0 | 1.0 | 0.6 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 0.7 | 1.0 |
|  | Simul. Sec | 23 | 23 | 23 | 40 | 200 | 93 | 90 | 65 | 27 | 39 | 67 | 30 | 200 | 37 |
| $t_{6}$ | AvgProcTime | ${ }^{0.11 \mid 0.01}$ | ${ }^{0.29 \mid 0.02}$ | 1.42\|0.59 | 0.29\|0.14 | $0.37 \mid 0.17$ | ${ }^{0.19 \mid 0.08}$ | 0.20\|0.08 | ${ }^{0.17 \mid 0.07}$ | 1.30\|0.49 | ${ }^{1.68 \mid 0.60}$ | 0.44\|0.23 | ${ }^{0.46 \mid 0.18}$ | ${ }^{0.08 \mid 0.03}$ | 1.24\|0.54 |
|  | OF | 22.86 | 22.94 | 20.99 | 17.55 | 11.55 | 21.57 | 20.98 | 20.37 | 22.23 | 22.66 | 21.32 | 17.65 | 14.84 | 23.16 |
|  | Success | 1.0 | 1.0 | 1.0 | 1.0 | 0.7 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 0.9 | 1.0 | 0.9 | 1.0 |
|  | Simul. Sec | 23 | 23 | 28 | 45 | 200 | 37 | 40 | 58 | 27 | 26 | 200 | 63 | 200 | 24 |
| $t_{7}$ | AvgProcTime | ${ }^{0.11 \mid 0.01}$ | ${ }^{0.30 \mid 0.02}$ | ${ }^{1.45 \mid 0.60}$ | ${ }^{0.20 \mid 0.08}$ | ${ }^{0.59 \mid 0.28}$ | ${ }^{0.13 \mid 0.06}$ | $0.14 \mid 0.05$ | ${ }^{0.18 \mid 0.07}$ | 1.50\|0.52 | ${ }^{1.29 \mid 0.65}$ | 0.41\|0.19 | ${ }^{0.40 \mid 0.18}$ | ${ }^{0.12 \mid 0.05}$ | ${ }^{0.97 \mid 0.46}$ |
|  | OF | 22.86 | 22.94 | 21.63 | 25.89 | 16.27 | 16.99 | 17.13 | 19.77 | 24.06 | 19.18 | 17.20 | 13.66 | 20.78 | 16.89 |
|  | Success | 1.0 | 1.0 | 1.0 | 0.7 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 0.7 | 1.0 | 1.0 | 1.0 |
|  | Simul. Sec | 23 | 23 | 26 | 200 | 41 | 165 | 171 | 64 | 22 | 45 | 200 | 100 | 40 | 42 |
| ${ }^{\text {t }}$ | AvgProcTime | 0.11\|0.01 | ${ }^{0.31 \mid 0.03}$ | 1.57\|0.55 | 0.18\|0.08 | 0.73\|0.27 | ${ }^{0.16 \mid 0.07}$ | 0.15\|0.06 | ${ }^{0.15 \mid 0.05}$ | $1.08 \mid 0.56$ | ${ }^{1.57 \mid 0.58}$ | 0.42\|0.19 | ${ }^{0.46 \mid 0.20}$ | ${ }^{0.10 \mid 0.04}$ | ${ }^{1.00 \mid 0.47}$ |
|  | OF | 22.86 | 22.94 | 22.91 | 9.27 | 21.65 | 23.54 | 18.45 | 15.72 | 19.59 | 22.58 | 16.52 | 17.77 | 18.38 | 17.86 |
|  | Success | 1.0 | 1.0 | 1.0 | 0.7 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 0.9 | 1.0 | 1.0 | 1.0 |

Table A.2: Summary of results for the scenario allLeft with behaviour scheme allRandom.

|  |  | SwarmLambda 2 |  | BSA |  |  | GA |  |  | SA |  |  | PSO2011 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Normal | SER | 1 | 2 | 3 | 1 | 2 | 3 | 1 | 2 | 3 | 1 | 2 | 3 |
| $t_{1}$ | AvgProcTime | 0.11\|0.01 | $0.45 \mid 0.07$ | 1.71\|0.55 | ${ }^{0.27 \mid 0.12}$ | ${ }^{0.70 \mid 0.37}$ | 0.13\|0.06 | 0.19\|0.08 | $0.16 \mid 0.05$ | $1.22 \mid 0.60$ | ${ }^{1.83 \mid 0.71}$ | 0.59\|0.28 | $0.47 \mid 0.20$ | ${ }^{0.10 \mid 0.05}$ | 1.08\|0.53 |
|  | OF | 23.86 | 22.50 | 24.08 | 20.61 | 20.45 | 22.26 | 21.75 | 29.90 | 22.92 | 24.07 | 18.24 | 21.35 | 16.09 | 22.09 |
|  | Success | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 0.4 | 1.0 | 0.4 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 |
|  | Simul. Sec | 23 | 26 | 22 | 55 | 30 | 200 | 43 | 200 | 33 | 24 | 56 | 55 | 56 | 32 |
| $t_{2}$ | AvgProcTime | 0.12\|0.01 | 0.46\|0.06 | 1.73\|0.62 | ${ }^{0.26 \mid 0.13}$ | 0.84\|0.32 | 0.19\|0.09 | ${ }^{0.16 \mid 0.07}$ | $0.16 \mid 0.04$ | $1.47 \mid 0.58$ | ${ }^{1.85 \mid 0.64}$ | 0.63\|0.28 | ${ }^{0.555 \mid 0.26}$ | 0.11\|0.04 | 1.17\|0.52 |
|  | OF | 23.84 | 24.23 | 24.41 | 16.90 | 22.22 | 18.92 | 17.77 | 31.28 | 22.81 | 23.42 | 21.05 | 20.41 | 21.31 | 21.26 |
|  | Success | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 0.6 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 |
|  | Simul. Sec | 21 | 24 | 22 | 57 | 23 | 45 | 97 | 200 | 25 | 23 | 58 | 35 | 74 | 30 |
| $t_{3}$ | AvgProcTime | 0.11\|0.01 | 0.40\|0.06 | 1.48\|0.56 | $0.33 \mid 0.14$ | ${ }^{0.69 \mid 0.31}$ | 0.18\|0.07 | 0.16\|0.07 | 0.19\|0.08 | $1.34 \mid 0.58$ | $1.29 \mid 0.69$ | ${ }^{0.54 \mid 0.31}$ | ${ }_{0} .56 \mid 0.25$ | 0.08\|0.03 | $1.28 \mid 0.64$ |
|  | OF | 22.08 | 23.25 | 22.22 | 19.61 | 22.66 | 21.03 | 16.53 | 19.88 | 22.93 | 19.36 | 14.33 | 19.19 | 15.63 | 22.40 |
|  | Success | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 0.9 | 1.0 |
|  | Simul. Sec | 23 | 30 | 28 | 32 | 29 | 48 | 84 | 41 | 28 | 50 | 70 | 31 | 200 | 24 |
| $t_{4}$ | AvgProcTime | 0.14\|0.03 | 0.49\|0.07 | 1.83\|0.54 | ${ }_{0} 0.28 \mid 0.13$ | ${ }^{0.71 \mid 0.33}$ | $0.14 \mid 0.05$ | 0.17\|0.07 | 0.14\|0.05 | 1.02\|0.57 | 1.88\|0.77 | 0.42\|0.19 | ${ }_{0} 0.36 \mid 0.14$ | ${ }^{0.11 \mid 0.05}$ | 0.91\|0.41 |
|  | OF | 22.19 | 22.61 | 24.60 | 20.59 | 22.05 | 23.18 | 21.34 | 29.16 | 16.41 | 23.39 | 17.61 | 19.01 | 17.78 | 19.99 |
|  | Success | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 0.9 | 1.0 | 0.7 | 1.0 | 1.0 | 0.9 | 1.0 | 1.0 | 1.0 |
|  | Simul. Sec | 28 | 23 | 22 | 48 | 30 | 200 | 53 | 200 | 46 | 25 | 200 | 196 | 55 | 61 |
| $t_{5}$ | AvgProcTime | 0.11\|0.01 | ${ }^{0.50 \mid 0.06}$ | $1.64 \mid 0.66$ | $0.27 \mid 0.13$ | ${ }^{0.77 \mid 0.34}$ | 0.13\|0.05 | ${ }^{0.14 \mid 0.05}$ | 0.14\|0.05 | ${ }^{1.36 \mid 0.65}$ | ${ }^{1.74 \mid 0.79}$ | $0.44 \mid 0.19$ | $0.47 \mid 0.23$ | ${ }^{0.12 \mid 0.05}$ | ${ }^{1.25 \mid 0.60}$ |
|  | OF | 24.84 | 22.63 | 22.72 | 17.62 | 23.28 | 21.59 | 19.12 | 26.36 | 22.06 | 22.77 | 17.09 | 17.39 | 21.56 | 22.78 |
|  | Success | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 0.9 | 1.0 | 0.6 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 |
|  | Simul. Sec | 19 | 27 | 26 | 58 | 24 | 200 | 176 | 200 | 29 | 26 | 196 | 57 | 35 | 26 |
| $t_{6}$ | AvgProcTime | ${ }^{0.12 \mid 0.01}$ | 0.55\|0.15 | 1.79\|0.62 | 0.19\|0.08 | ${ }^{0.56 \mid 0.29}$ | ${ }^{0.19 \mid 0.08}$ | ${ }^{0.17 \mid 0.07}$ | 0.14\|0.05 | $1.14 \mid 0.56$ | ${ }^{2.06 \mid 0.76}$ | ${ }^{0.43 \mid 0.20}$ | ${ }^{0.58 \mid 0.23}$ | 0.10\|0.05 | 1.35\|0.50 |
|  | OF | 22.78 | 23.92 | 25.13 | 19.28 | 20.21 | 16.46 | 17.88 | 24.88 | 19.17 | 22.68 | 16.52 | 22.04 | 15.36 | 24.58 |
|  | Success | 1.0 | 1.0 | 1.0 | 0.7 | 1.0 | 1.0 | 1.0 | 0.9 | 1.0 | 1.0 | 0.9 | 1.0 | 1.0 | 1.0 |
|  | Simul. Sec | 23 | 21 | 21 | 200 | 45 | 54 | 66 | 200 | 38 | 20 | 200 | 30 | 82 | 20 |
| $t_{7}$ | AvgProcTime | 0.12\|0.01 | 0.60\|0.17 | $1.54 \mid 0.81$ | 0.34\|0.14 | 0.70\|0.38 | 0.14\|0.05 | 0.19\|0.08 | 0.13\|0.05 | 1.36\|0.62 | ${ }^{1.87 \mid 0.69}$ | $0.41 \mid 0.18$ | $0.44 \mid 0.21$ | 0.11\|0.05 | 1.23\|0.51 |
|  | OF | 21.65 | 22.83 | 23.82 | 23.06 | 19.16 | 20.69 | 20.23 | 24.95 | 21.56 | 23.74 | 17.82 | 19.33 | 23.84 | 21.68 |
|  | Success | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 0.9 | 1.0 | 1.0 | 0.9 | 1.0 | 1.0 | 1.0 |
|  | Simul. Sec | 27 | 25 | 29 | 29 | 33 | 186 | 52 | 200 | 26 | 25 | 200 | 80 | 42 | 24 |
| ${ }^{t_{8}}$ | AvgProcTime | 0.11\|0.00 | 0.51\|0.06 | $1.36 \mid 0.67$ | $0.25 \mid 0.12$ | ${ }^{0.70 \mid 0.26}$ | ${ }^{0.20 \mid 0.09}$ | 0.14\|0.05 | 0.14\|0.06 | $1.25 \mid 0.55$ | 1.71\|0.57 | 0.42\|0.20 | 0.62\|0.25 | 0.11\|0.04 | 0.94\|0.47 |
|  | OF | 21.79 | 22.81 | 19.74 | 16.92 | 22.87 | 21.48 | 23.10 | 19.00 | 21.69 | 23.41 | 28.00 | 22.86 | 18.66 | 21.01 |
|  | Success | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 0.9 | 1.0 | 1.0 | 1.0 |

Table A.3: Summary of results for the scenario allLeft with behaviour scheme 4Evasive4Static.

|  |  | SwarmLambda2 |  | $B S A$ |  |  | $G A$ |  |  | $S A$ |  |  | PSO2011 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Normal | $S E R$ | 1 | 2 | 3 | 1 | 2 | 3 | 1 | 2 | 3 | 1 | 2 | 3 |
| $t_{1}$ | AvgProcTime | 0.11\|0.01 | 0.64\|0.09 | 1.55\|0.55 | 0.19\|0.08 | 0.71\|0.30 | 0.16\|0.06 | $0.24 \mid 0.13$ | 0.18\|0.07 | 1.23\|0.50 | 1.74\|0.81 | 0.42\|0.20 | 0.52\|0.23 | 0.08\|0.03 | 1.17\|0.50 |
|  | OF | 22.33 | 22.22 | 22.70 | 18.17 | 23.72 | 17.61 | 19.97 | 19.89 | 22.40 | 23.13 | 12.89 | 20.19 | 19.83 | 19.28 |
|  | Success | 1.0 | 1.0 | 1.0 | 0.7 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 0.9 | 1.0 | 0.9 | 1.0 |
|  | Simul. Sec | 24 | 24 | 23 | 200 | 25 | 77 | 47 | 49 | 29 | 26 | 200 | 34 | 200 | 35 |
| $t_{2}$ | AvgProcTime | 0.11\|0.01 | 0.65\|0.09 | 1.66\|0.47 | 0.25\|0.13 | 0.53\|0.26 | 0.13\|0.05 | 0.13\|0.06 | 0.18\|0.07 | 1.36\|0.49 | 1.53\|0.62 | 0.76\|0.30 | 0.46\|0.19 | 0.08\|0.03 | 0.75\|0.26 |
|  | OF | 22.33 | 22.22 | 23.76 | 16.49 | 20.00 | 32.62 | 16.59 | 17.68 | 22.93 | 24.05 | 22.05 | 18.31 | 14.29 | 9.24 |
|  | Success | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 0.9 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 0.7 | 0.9 |
|  | Simul. Sec | 24 | 24 | 21 | 59 | 51 | 200 | 173 | 54 | 25 | 27 | 31 | 51 | 200 | 200 |
| $t_{3}$ | AvgProcTime | 0.11\|0.01 | 0.66\|0.10 | 0.72\|0.34 | $0.24 \mid 0.12$ | $0.79 \mid 0.27$ | 0.15\|0.06 | 0.13\|0.05 | 0.17\|0.08 | 1.19\|0.48 | 1.18\|0.62 | $0.44 \mid 0.25$ | 0.55\|0.24 | 0.11\|0.04 | 1.07\|0.47 |
|  | OF | 22.33 | 22.22 | 15.58 | 12.58 | 24.88 | 17.50 | 20.68 | 17.62 | 20.12 | 18.14 | 17.60 | 18.73 | 16.85 | 18.79 |
|  | Success | 1.0 | 1.0 | 0.7 | 1.0 | 1.0 | 1.0 | 0.9 | 1.0 | 1.0 | 1.0 | 0.9 | 1.0 | 1.0 | 1.0 |
|  | Simul. Sec | 24 | 24 | 200 | 71 | 22 | 130 | 200 | 69 | 32 | 46 | 200 | 42 | 53 | 50 |
| $t_{4}$ | AvgProcTime | 0.11\|0.01 | $0.67 \mid 0.10$ | 1.42\|0.61 | 0.27\|0.14 | 0.71\|0.29 | 0.18\|0.07 | 0.19\|0.08 | 0.15\|0.05 | 1.21\|0.54 | 1.16\|0.61 | $0.55 \mid 0.26$ | 0.62\|0.37 | 0.10\|0.04 | 1.19\|0.53 |
|  | OF | 22.33 | 22.22 | 21.72 | 17.33 | 20.73 | 22.13 | 20.08 | 27.63 | 21.87 | 16.25 | 15.96 | 21.19 | 13.13 | 19.24 |
|  | Success | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 0.4 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 |
|  | Simul. Sec | 24 | 24 | 27 | 48 | 27 | 44 | 48 | 200 | 29 | 51 | 89 | 33 | 94 | 36 |
| $t_{5}$ | AvgProcTime | 0.11\|0.01 | 0.69\|0.10 | 1.53\|0.53 | 0.27\|0.13 | $0.37 \mid 0.17$ | 0.17\|0.06 | 0.18\|0.08 | 0.14\|0.06 | 1.25\|0.50 | $1.27 \mid 0.62$ | 0.71\|0.37 | 0.52\|0.22 | 0.13\|0.05 | 1.17\|0.53 |
|  | OF | 22.33 | 22.22 | 24.13 | 14.62 | 13.17 | 18.91 | 18.32 | 19.27 | 22.79 | 19.40 | 20.23 | 19.86 | 21.26 | 21.15 |
|  | Success | 1.0 | 1.0 | 1.0 | 1.0 | 0.7 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 |
|  | Simul. Sec | 24 | 24 | 23 | 51 | 200 | 90 | 56 | 127 | 26 | 40 | 40 | 41 | 33 | 30 |
| $t_{6}$ | AvgProcTime | 0.11\|0.01 | 0.70\|0.10 | 1.57\|0.52 | 0.22\|0.11 | 0.36\|0.17 | 0.18\|0.07 | 0.19\|0.08 | 0.17\|0.07 | 0.62\|0.31 | 1.07\|0.58 | $0.44 \mid 0.23$ | 0.48\|0.25 | 0.08\|0.03 | 0.99\|0.50 |
|  | OF | 22.33 | 22.22 | 22.69 | 16.89 | 10.66 | 19.17 | 20.42 | 21.89 | 11.73 | 13.73 | 18.49 | 15.92 | 24.38 | 16.44 |
|  | Success | 1.0 | 1.0 | 1.0 | 1.0 | 0.7 | 1.0 | 1.0 | 1.0 | 0.7 | 1.0 | 0.9 | 1.0 | 0.9 | 1.0 |
|  | Simul. Sec | 24 | 24 | 23 | 93 | 200 | 54 | 54 | 60 | 200 | 66 | 200 | 67 | 200 | 50 |
| $t_{7}$ | AvgProcTime | 0.11\|0.01 | 0.71\|0.10 | 1.52\|0.55 | 0.24\|0.12 | 0.74\|0.28 | 0.17\|0.06 | 0.14\|0.05 | 0.19\|0.08 | 1.44\|0.50 | 1.74\|0.60 | 0.73\|0.39 | 0.56\|0.24 | 0.08\|0.03 | 1.13\|0.49 |
|  | OF | 22.33 | 22.22 | 21.60 | 15.35 | 24.64 | 20.32 | 22.19 | 19.25 | 24.04 | 24.03 | 18.75 | 19.60 | 19.67 | 19.14 |
|  | Success | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 0.9 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 0.9 | 1.0 |
|  | Simul. Sec | 24 | 24 | 24 | 67 | 24 | 62 | 200 | 45 | 22 | 23 | 39 | 38 | 200 | 34 |
| $t_{8}$ | AvgProcTime | 0.11\|0.01 | 0.72\|0.10 | 1.72\|0.46 | 0.19\|0.08 | $0.64 \mid 0.29$ | 0.17\|0.07 | 0.15\|0.06 | 0.19\|0.08 | 1.49\|0.44 | 1.23\|0.61 | $0.41 \mid 0.25$ | 0.60\|0.32 | 0.09\|0.04 | 0.79\|0.37 |
|  | OF | 22.33 | 22.22 | 25.15 | 10.31 | 21.32 | 17.92 | 19.31 | 18.72 | 23.92 | 18.37 | 12.37 | 19.53 | 11.98 | 16.51 |
|  | Success | 1.0 | 1.0 | 1.0 | 0.6 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 0.7 | 1.0 | 1.0 | 0.9 |

Table A.4: Summary of results for the scenario allLeft with behaviour scheme 4Collaborative4Spiral.

|  |  | SwarmLambda2 |  | $B S A$ |  |  | $G A$ |  |  | $S A$ |  |  | PSO2011 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Normal | $S E R$ | 1 | 2 | 3 | 1 | 2 | 3 | 1 | 2 | 3 | 1 | 2 | 3 |
| $t_{1}$ | AvgProcTime | 0.14\|0.03 | 1.16\|0.43 | 1.70\|0.45 | 0.30\|0.15 | 0.89\|0.25 | 0.20\|0.09 | 0.20\|0.10 | 0.21\|0.09 | 1.62\|0.42 | 1.77\|0.60 | 0.70\|0.36 | 0.66\|0.27 | 0.12\|0.05 | 1.18\|0.56 |
|  | OF | 21.48 | 21.48 | 24.70 | 19.61 | 24.32 | 22.35 | 20.98 | 20.98 | 24.96 | 24.04 | 19.72 | 22.70 | 22.90 | 22.09 |
|  | Success | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 |
|  | Simul. Sec | 23 | 23 | 17 | 34 | 17 | 29 | 30 | 26 | 16 | 18 | 30 | 20 | 29 | 21 |
| $t_{2}$ | AvgProcTime | 0.14\|0.03 | 1.17\|0.43 | 1.79\|0.42 | $0.42 \mid 0.13$ | $0.71 \mid 0.27$ | 0.14\|0.06 | 0.20\|0.09 | $0.21 \mid 0.11$ | 1.66\|0.42 | $2.07 \mid 0.52$ | $0.79 \mid 0.32$ | 0.62\|0.25 | 0.13\|0.06 | 1.38\|0.61 |
|  | OF | 21.48 | 21.48 | 24.88 | 24.36 | 21.34 | 22.70 | 21.12 | 21.19 | 24.98 | 24.54 | 21.86 | 22.24 | 20.27 | 24.43 |
|  | Success | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 |
|  | Simul. Sec | 23 | 23 | 16 | 18 | 24 | 101 | 28 | 30 | 16 | 16 | 25 | 20 | 28 | 17 |
| $t_{3}$ | AvgProcTime | 0.14\|0.03 | 1.19\|0.44 | 1.86\|0.40 | $0.38 \mid 0.13$ | 0.92\|0.21 | 0.20\|0.09 | 0.20\|0.10 | 0.20\|0.09 | 1.50\|0.47 | 1.71\|0.58 | 0.90\|0.31 | 0.70\|0.25 | 0.13\|0.06 | 1.24\|0.55 |
|  | OF | 21.48 | 21.48 | 25.68 | 23.45 | 25.55 | 21.47 | 19.15 | 23.60 | 24.97 | 22.77 | 23.13 | 25.00 | 19.98 | 23.41 |
|  | Success | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 |
|  | Simul. Sec | 23 | 23 | 15 | 19 | 16 | 31 | 31 | 29 | 18 | 20 | 20 | 16 | 28 | 19 |
| $t_{4}$ | AvgProcTime | 0.14\|0.03 | 1.21\|0.45 | 1.87\|0.46 | $0.33 \mid 0.15$ | 0.94\|0.21 | 0.20\|0.10 | 0.20\|0.09 | 0.20\|0.10 | 1.54\|0.48 | 1.94\|0.53 | 0.95\|0.25 | 0.71\|0.26 | 0.17\|0.06 | 1.25\|0.53 |
|  | OF | 21.48 | 21.48 | 25.63 | 21.80 | 25.82 | 22.46 | 20.58 | 19.30 | 24.27 | 24.29 | 24.12 | 23.65 | 23.92 | 22.74 |
|  | Success | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 |
|  | Simul. Sec | 23 | 23 | 15 | 29 | 15 | 30 | 28 | 30 | 18 | 17 | 18 | 18 | 17 | 21 |
| $t_{5}$ | AvgProcTime | 0.14\|0.03 | 1.23\|0.46 | 1.93\|0.35 | 0.33\|0.14 | 0.89\|0.21 | 0.23\|0.10 | 0.21\|0.10 | 0.19\|0.09 | 1.53\|0.49 | 1.75\|0.64 | 0.88\|0.29 | 0.65\|0.26 | 0.13\|0.06 | 1.14\|0.55 |
|  | OF | 21.48 | 21.48 | 26.15 | 23.43 | 25.56 | 23.36 | 21.15 | 20.55 | 24.73 | 22.31 | 22.90 | 23.87 | 21.71 | 21.87 |
|  | Success | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 |
|  | Simul. Sec | 23 | 23 | 15 | 28 | 16 | 20 | 28 | 28 | 17 | 20 | 21 | 19 | 25 | 22 |
| $t_{6}$ | AvgProcTime | 0.14\|0.03 | 1.24\|0.46 | 1.77\|0.44 | 0.42\|0.14 | 0.92\|0.23 | 0.21\|0.10 | 0.21\|0.10 | 0.20\|0.09 | 1.50\|0.47 | 1.93\|0.49 | 0.78\|0.36 | 0.67\|0.26 | 0.12\|0.05 | 1.25\|0.53 |
|  | OF | 21.48 | 21.48 | 25.34 | 23.22 | 24.40 | 20.84 | 21.55 | 21.91 | 24.59 | 24.35 | 20.42 | 23.88 | 20.86 | 23.54 |
|  | Success | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 |
|  | Simul. Sec | 23 | 23 | 16 | 18 | 16 | 26 | 25 | 28 | 17 | 17 | 26 | 18 | 31 | 19 |
| $t_{7}$ | AvgProcTime | 0.14\|0.03 | 1.27\|0.47 | 1.79\|0.47 | 0.41\|0.13 | 0.85\|0.26 | 0.19\|0.09 | 0.19\|0.09 | 0.17\|0.07 | 1.49\|0.45 | 1.86\|0.56 | 0.73\|0.33 | $0.64 \mid 0.27$ | 0.12\|0.05 | 1.41\|0.49 |
|  | OF | 21.48 | 21.48 | 24.68 | 24.23 | 24.58 | 18.58 | 22.06 | 20.79 | 23.89 | 24.82 | 20.27 | 22.78 | 21.85 | 24.54 |
|  | Success | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 |
|  | Simul. Sec | 23 | 23 | 16 | 18 | 17 | 35 | 29 | 58 | 17 | 17 | 29 | 19 | 29 | 17 |
| $t_{8}$ | AvgProcTime | 0.14\|0.03 | 1.28\|0.48 | 1.86\|0.41 | 0.42\|0.12 | 0.82\|0.27 | 0.21\|0.09 | 0.16\|0.08 | 0.18\|0.09 | 1.64\|0.42 | 1.81\|0.56 | 0.93\|0.29 | 0.73\|0.26 | 0.12\|0.06 | 1.31\|0.54 |
|  | OF | 21.48 | 21.48 | 25.76 | 24.24 | 24.36 | 20.70 | 17.64 | 18.66 | 24.88 | 23.76 | 23.85 | 25.07 | 21.01 | 23.26 |
|  | Success | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 |

Table A.5: Summary of results for the scenario symmetric with behaviour scheme allStatic.

|  |  | SwarmLambda2 |  | $B S A$ |  |  | $G A$ |  |  | $S A$ |  |  | PSO2011 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Normal | $S E R$ | 1 | 2 | 3 | 1 | 2 | 3 | 1 | 2 | 3 | 1 | 2 | 3 |
| $t_{1}$ | AvgProcTime | 0.07\|0.03 | 0.44\|0.21 | 0.71\|0.25 | 0.18\|0.06 | 0.35\|0.12 | 0.16\|0.04 | 0.16\|0.04 | 0.15\|0.04 | 0.75\|0.23 | 0.74\|0.30 | 0.36\|0.15 | 0.35\|0.11 | 0.08\|0.03 | 0.72\|0.23 |
|  | OF | 34.10 | 35.14 | 24.00 | 23.87 | 22.19 | 29.32 | 34.05 | 26.62 | 44.26 | 20.96 | 19.12 | 30.86 | 33.22 | 25.35 |
|  | Success | 1.0 | 1.0 | 0.0 | 0.0 | 0.0 | 0.4 | 0.2 | 0.1 | 0.5 | 0.1 | 0.0 | 0.4 | 0.4 | 0.2 |
|  | Simul. Sec | 199 | 143 | 200 | 200 | 200 | 200 | 200 | 200 | 200 | 200 | 200 | 200 | 200 | 200 |
| $t_{2}$ | AvgProcTime | 0.07\|0.03 | $0.44 \mid 0.21$ | 0.71\|0.25 | 0.18\|0.06 | ${ }_{0} 0.36 \mid 0.12$ | 0.15\|0.04 | 0.16\|0.04 | 0.15\|0.04 | 0.73\|0.26 | 0.85\|0.33 | $0.36 \mid 0.15$ | $0.37 \mid 0.11$ | 0.08\|0.03 | 0.73\|0.24 |
|  | OF | 34.10 | 35.14 | 24.33 | 21.54 | 24.26 | 25.55 | 29.25 | 31.18 | 41.31 | 29.14 | 19.82 | 32.05 | 31.13 | 23.09 |
|  | Success | 1.0 | 1.0 | 0.0 | 0.0 | 0.0 | 0.1 | 0.4 | 0.2 | 0.5 | 0.4 | 0.0 | 0.4 | 0.4 | 0.4 |
|  | Simul. Sec | 199 | 143 | 200 | 200 | 200 | 200 | 200 | 200 | 200 | 200 | 200 | 200 | 200 | 200 |
| $t_{3}$ | AvgProcTime | 0.07\|0.03 | 0.45\|0.22 | 0.71\|0.25 | 0.18\|0.06 | ${ }^{0.36 \mid 0.13}$ | 0.16\|0.04 | 0.15\|0.04 | 0.15\|0.04 | 0.69\|0.23 | 0.73\|0.30 | $0.37 \mid 0.15$ | $0.36 \mid 0.11$ | 0.08\|0.03 | 0.73\|0.23 |
|  | OF | 34.10 | 35.14 | 18.65 | 24.89 | 23.51 | 31.63 | 31.58 | 29.63 | 28.31 | 24.65 | 25.54 | 35.62 | 24.60 | 32.59 |
|  | Success | 1.0 | 1.0 | 0.0 | 0.0 | 0.0 | 0.2 | 0.2 | 0.2 | 0.4 | 0.1 | 0.1 | 0.4 | 0.1 | 0.4 |
|  | Simul. Sec | 199 | 143 | 200 | 200 | 200 | 200 | 200 | 200 | 200 | 200 | 200 | 200 | 200 | 200 |
| $t_{4}$ | AvgProcTime | 0.07\|0.03 | 0.46\|0.22 | 0.71\|0.25 | 0.18\|0.06 | ${ }^{0.36 \mid 0.13}$ | 0.16\|0.04 | 0.16\|0.05 | 0.16\|0.04 | 0.71\|0.25 | 0.81\|0.31 | 0.39\|0.15 | 0.39\|0.12 | 0.08\|0.03 | 0.74\|0.24 |
|  | OF | 34.10 | 35.14 | 23.87 | 24.33 | 19.19 | 27.51 | 28.80 | 29.56 | 31.41 | 22.90 | 25.40 | 27.69 | 19.49 | 25.78 |
|  | Success | 1.0 | 1.0 | 0.0 | 0.0 | 0.0 | 0.1 | 0.4 | 0.2 | 0.5 | 0.4 | 0.2 | 0.4 | 0.2 | 0.2 |
|  | Simul. Sec | 199 | 143 | 200 | 200 | 200 | 200 | 200 | 200 | 200 | 200 | 200 | 200 | 200 | 200 |
| $t_{5}$ | AvgProcTime | 0.07\|0.03 | 0.46\|0.22 | 0.71\|0.24 | 0.18\|0.06 | ${ }^{0.36 \mid 0.12}$ | 0.16\|0.04 | 0.16\|0.04 | 0.15\|0.04 | 0.68\|0.23 | 0.81\|0.30 | 0.39\|0.15 | 0.36\|0.12 | 0.08\|0.03 | 0.72\|0.24 |
|  | OF | 34.10 | 35.14 | 24.86 | 25.56 | 20.73 | 29.47 | 29.42 | 22.20 | 28.75 | 30.32 | 19.72 | 23.16 | 27.68 | 24.12 |
|  | Success | 1.0 | 1.0 | 0.0 | 0.0 | 0.0 | 0.2 | 0.2 | 0.1 | 0.4 | 0.4 | 0.2 | 0.2 | 0.4 | 0.2 |
|  | Simul. Sec | 199 | 143 | 200 | 200 | 200 | 200 | 200 | 200 | 200 | 200 | 200 | 200 | 200 | 200 |
| $t_{6}$ | AvgProcTime | 0.07\|0.03 | 0.47\|0.22 | 0.70\|0.24 | 0.18\|0.06 | 0.36\|0.13 | 0.15\|0.04 | 0.16\|0.05 | 0.16\|0.04 | 0.64\|0.25 | 0.78\|0.30 | 0.39\|0.15 | $0.37 \mid 0.11$ | 0.08\|0.03 | 0.71\|0.23 |
|  | OF | 34.10 | 35.14 | 22.80 | 23.79 | 20.92 | 27.49 | 25.28 | 31.28 | 26.52 | 20.03 | 25.89 | 24.78 | 31.57 | 33.10 |
|  | Success | 1.0 | 1.0 | 0.0 | 0.0 | 0.0 | 0.1 | 0.2 | 0.1 | 0.2 | 0.4 | 0.2 | 0.4 | 0.4 | 0.4 |
|  | Simul. Sec | 199 | 143 | 200 | 200 | 200 | 200 | 200 | 200 | 200 | 200 | 200 | 200 | 200 | 200 |
| $t_{7}$ | AvgProcTime | 0.07\|0.03 | $0.47 \mid 0.23$ | 0.71\|0.24 | 0.18\|0.06 | 0.35\|0.13 | 0.16\|0.04 | 0.16\|0.04 | 0.15\|0.05 | 0.68\|0.24 | 0.80\|0.29 | 0.39\|0.15 | 0.37\|0.12 | 0.08\|0.03 | 0.73\|0.23 |
|  | OF | 34.10 | 35.14 | 18.67 | 21.41 | 23.89 | 30.84 | 29.17 | 26.96 | 44.77 | 29.38 | 24.28 | 33.55 | 22.90 | 32.76 |
|  | Success | 1.0 | 1.0 | 0.0 | 0.0 | 0.0 | 0.2 | 0.1 | 0.1 | 0.5 | 0.2 | 0.2 | 0.4 | 0.1 | 0.4 |
|  | Simul. Sec | 199 | 143 | 200 | 200 | 200 | 200 | 200 | 200 | 200 | 200 | 200 | 200 | 200 | 200 |
| $t_{8}$ | AvgProcTime | 0.07\|0.03 | 0.48\|0.23 | 0.71\|0.25 | 0.18\|0.06 | 0.36\|0.12 | 0.16\|0.04 | 0.16\|0.04 | 0.16\|0.04 | 0.61\|0.24 | 0.82\|0.31 | 0.36\|0.14 | 0.37\|0.11 | 0.09\|0.03 | 0.76\|0.24 |
|  | OF | 34.10 | 35.14 | 23.98 | 20.35 | 24.40 | 28.52 | 31.60 | 28.28 | 23.11 | 30.56 | 20.37 | 28.22 | 33.78 | 31.87 |
|  | Success | 1.0 | 1.0 | 0.0 | 0.0 | 0.0 | 0.2 | 0.4 | 0.4 | 0.1 | 0.5 | 0.0 | 0.2 | 0.4 | 0.4 |

Table A.6: Summary of results for the scenario symmetric with behaviour scheme allRandom.

|  |  | SwarmLambda2 |  | $B S A$ |  |  | $G A$ |  |  | $S A$ |  |  | PSO2011 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Normal | $S E R$ | 1 | 2 | 3 | 1 | 2 | 3 | 1 | 2 | 3 | 1 | 2 | 3 |
| $t_{1}$ | AvgProcTime | 0.07\|0.04 | 0.32\|0.16 | 0.73\|0.25 | 0.18\|0.06 | 0.36\|0.12 | 0.15\|0.04 | 0.16\|0.04 | 0.15\|0.04 | 0.70\|0.23 | 0.83\|0.29 | 0.39\|0.15 | 0.38\|0.11 | 0.08\|0.03 | $0.77 \mid 0.21$ |
|  | OF | 35.09 | 27.13 | 27.35 | 28.52 | 28.01 | 35.89 | 34.72 | 38.35 | 20.50 | 35.44 | 23.11 | 28.14 | 35.54 | 28.72 |
|  | Success | 1.0 | 0.2 | 0.0 | 0.0 | 0.0 | 0.4 | 0.2 | 0.4 | 0.1 | 0.2 | 0.1 | 0.2 | 0.1 | 0.2 |
|  | Simul. Sec | 183 | 200 | 200 | 200 | 200 | 200 | 200 | 200 | 200 | 200 | 200 | 200 | 200 | 200 |
| $t_{2}$ | AvgProcTime | 0.05\|0.01 | 0.41\|0.16 | 0.73\|0.25 | 0.18\|0.06 | 0.3810 .12 | 0.15\|0.04 | 0.16\|0.05 | 0.16\|0.04 | 0.67\|0.25 | 0.80\|0.28 | $0.37 \mid 0.15$ | 0.38\|0.11 | 0.09\|0.02 | ${ }_{0} 0.76 \mid 0.22$ |
|  | OF | 25.29 | 37.76 | 24.74 | 25.12 | 24.68 | 31.84 | 29.86 | 33.23 | 22.87 | 28.73 | 31.71 | 31.36 | 26.27 | 24.76 |
|  | Success | 0.4 | 0.9 | 0.0 | 0.0 | 0.1 | 0.1 | 0.2 | 0.4 | 0.1 | 0.2 | 0.0 | 0.2 | 0.4 | 0.4 |
|  | Simul. Sec | 200 | 200 | 200 | 200 | 200 | 200 | 200 | 200 | 200 | 200 | 200 | 200 | 200 | 200 |
| $t_{3}$ | AvgProcTime | 0.06\|0.02 | $0.72 \mid 0.71$ | 0.83\|0.29 | 0.19\|0.06 | $0.37 \mid 0.13$ | 0.16\|0.04 | 0.16\|0.04 | 0.16\|0.04 | 0.76\|0.22 | 0.84\|0.28 | 0.39\|0.14 | 0.39\|0.10 | 0.09\|0.03 | 0.76\|0.22 |
|  | OF | 36.63 | 40.27 | 24.25 | 26.39 | 25.61 | 29.39 | 31.47 | 32.41 | 33.27 | 29.38 | 24.71 | 29.42 | 23.63 | 26.20 |
|  | Success | 0.5 | 1.0 | 0.8 | 0.0 | 0.0 | 0.4 | 0.4 | 0.2 | 0.5 | 0.2 | 0.1 | 0.4 | 0.1 | 0.2 |
|  | Simul. Sec | 200 | 130 | 200 | 200 | 200 | 200 | 200 | 200 | 200 | 200 | 200 | 200 | 200 | 200 |
| $t_{4}$ | AvgProcTime | 0.05\|0.01 | $0.34 \mid 0.17$ | 0.74\|0.25 | 0.19\|0.06 | 0.36\|0.13 | 0.15\|0.04 | 0.16\|0.04 | 0.16\|0.04 | 0.62\|0.23 | 0.79\|0.28 | 0.40\|0.14 | 0.38\|0.11 | 0.08\|0.03 | 0.78\|0.22 |
|  | OF | 29.41 | 28.57 | 31.18 | 25.72 | 34.00 | 31.49 | 26.35 | 34.60 | 20.90 | 30.74 | 24.37 | 24.91 | 31.47 | 28.91 |
|  | Success | 0.4 | 0.2 | 0.0 | 0.1 | 0.0 | 0.2 | 0.5 | 0.4 | 0.0 | 0.1 | 0.2 | 0.1 | 0.1 | 0.2 |
|  | Simul. Sec | 200 | 200 | 200 | 200 | 200 | 200 | 200 | 200 | 200 | 200 | 200 | 200 | 200 | 200 |
| $t_{5}$ | AvgProcTime | 0.05\|0.01 | 0.47\|0.18 | 0.76\|0.25 | 0.19\|0.06 | 0.37\|0.12 | 0.16\|0.04 | 0.16\|0.04 | 0.17\|0.04 | 0.71\|0.22 | 0.81\|0.29 | 0.40\|0.15 | $0.37 \mid 0.11$ | 0.09\|0.02 | 0.78\|0.22 |
|  | OF | 29.71 | 26.99 | 24.79 | 21.47 | 23.92 | 27.02 | 34.47 | 33.44 | 22.92 | 22.76 | 24.63 | 26.95 | 32.51 | 38.95 |
|  | Success | 0.9 | 0.4 | 0.1 | 0.0 | 0.0 | 0.2 | 0.2 | 0.2 | 0.1 | 0.2 | 0.1 | 0.1 | 0.4 | 0.4 |
|  | Simul. Sec | 200 | 200 | 200 | 200 | 200 | 200 | 200 | 200 | 200 | 200 | 200 | 200 | 200 | 200 |
| $t_{6}$ | AvgProcTime | 0.06\|0.03 | 0.69\|0.72 | 0.74\|0.25 | 0.18\|0.06 | 0.37\|0.13 | 0.16\|0.04 | 0.13\|0.04 | 0.16\|0.04 | 0.69\|0.23 | 0.80\|0.28 | 0.37\|0.14 | $0.37 \mid 0.11$ | 0.09\|0.02 | $0.73 \mid 0.22$ |
|  | OF | 37.20 | 38.87 | 29.46 | 30.66 | 20.85 | 34.85 | 26.11 | 24.01 | 27.50 | 19.71 | 29.56 | 27.15 | 35.41 | 29.76 |
|  | Success | 1.0 | 1.0 | 0.1 | 0.0 | 0.1 | 0.4 | 0.0 | 0.6 | 0.1 | 0.1 | 0.0 | 0.2 | 0.2 | 0.1 |
|  | Simul. Sec | 182 | 151 | 200 | 200 | 200 | 200 | 200 | 200 | 200 | 200 | 200 | 200 | 200 | 200 |
| $t_{7}$ | AvgProcTime | 0.06\|0.02 | 0.41\|0.18 | 0.73\|0.25 | 0.19\|0.06 | 0.36\|0.12 | 0.16\|0.04 | 0.16\|0.04 | 0.16\|0.04 | 0.75\|0.22 | 0.82\|0.29 | 0.41\|0.14 | 0.40\|0.10 | 0.09\|0.02 | $0.77 \mid 0.23$ |
|  | OF | 36.89 | 31.40 | 19.08 | 20.05 | 21.71 | 34.00 | 29.99 | 28.48 | 30.69 | 34.04 | 33.15 | 31.55 | 36.49 | 33.75 |
|  | Success | 1.0 | 0.4 | 0.0 | 0.1 | 0.0 | 0.2 | 0.4 | 0.1 | 0.2 | 0.1 | 0.4 | 0.5 | 0.4 | 0.2 |
|  | Simul. Sec | 150 | 200 | 200 | 200 | 200 | 200 | 200 | 200 | 200 | 200 | 200 | 200 | 200 | 200 |
| $t_{8}$ | AvgProcTime | 0.05\|0.01 | 0.42\|0.17 | 0.72\|0.25 | 0.20\|0.06 | 0.37\|0.12 | 0.15\|0.04 | 0.16\|0.04 | 0.16\|0.04 | 0.76\|0.21 | 0.76\|0.30 | 0.36\|0.14 | 0.39\|0.11 | 0.09\|0.02 | 0.78\|0.22 |
|  | OF | 33.31 | 31.91 | 19.09 | 24.95 | 32.59 | 31.68 | 32.93 | 29.54 | 34.35 | 25.23 | 30.26 | 34.26 | 32.47 | 27.12 |
|  | Success | 0.4 | 0.4 | 0.0 | 0.2 | 0.0 | 0.2 | 0.2 | 0.5 | 0.2 | 0.1 | 0.0 | 0.4 | 0.4 | 0.4 |

Table A.7: Summary of results for the scenario symmetric with behaviour scheme 4Evasive4Static.

|  |  | SwarmLambda2 |  | $B S A$ |  |  | $G A$ |  |  | $S A$ |  |  | PSO2011 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Normal | $S E R$ | 1 | 2 | 3 | 1 | 2 | 3 | 1 | 2 | 3 | 1 | 2 | 3 |
| $t_{1}$ | AvgProcTime | 0.07\|0.04 | ${ }^{0} .66 \mid 0.35$ | 0.71\|0.25 | 0.18\|0.07 | $0.36 \mid 0.12$ | 0.16\|0.04 | 0.16\|0.04 | 0.15\|0.04 | 0.71\|0.25 | 0.71\|0.29 | 0.38\|0.15 | 0.37\|0.12 | 0.08\|0.03 | 0.68\|0.23 |
|  | OF | 36.47 | 35.15 | 23.30 | 22.38 | 23.18 | 30.47 | 27.04 | 28.07 | 28.93 | 20.16 | 21.50 | 30.43 | 26.28 | 11.16 |
|  | Success | 1.0 | 1.0 | 0.0 | 0.0 | 0.0 | 0.4 | 0.2 | 0.2 | 0.4 | 0.0 | 0.1 | 0.4 | 0.4 | 0.0 |
|  | Simul. Sec | 143 | 158 | 200 | 200 | 200 | 200 | 200 | 200 | 200 | 200 | 200 | 200 | 200 | 200 |
| $t_{2}$ | AvgProcTime | 0.07\|0.04 | $0.67 \mid 0.36$ | 0.70\|0.26 | 0.18\|0.06 | $0.36 \mid 0.13$ | 0.18\|0.08 | 0.15\|0.04 | $0.14 \mid 0.05$ | 0.73\|0.24 | 0.81\|0.31 | $0.36 \mid 0.14$ | $0.36 \mid 0.12$ | 0.09\|0.03 | 0.74\|0.24 |
|  | OF | 36.47 | 35.15 | 26.57 | 21.39 | 21.68 | 21.80 | 25.06 | 25.66 | 33.40 | 28.73 | 18.78 | 22.35 | 30.92 | 33.80 |
|  | Success | 1.0 | 1.0 | 0.0 | 0.0 | 0.0 | 0.1 | 0.1 | 0.1 | 0.5 | 0.4 | 0.0 | 0.2 | 0.4 | 0.4 |
|  | Simul. Sec | 143 | 158 | 200 | 200 | 200 | 200 | 200 | 200 | 200 | 200 | 200 | 200 | 200 | 200 |
| $t_{3}$ | AvgProcTime | 0.07\|0.04 | 0.68\|0.36 | 0.71\|0.25 | 0.18\|0.06 | 0.3510 .12 | 0.17\|0.05 | 0.13\|0.04 | 0.15\|0.04 | 0.71\|0.25 | 0.75\|0.30 | 0.38\|0.16 | 0.37\|0.12 | 0.08\|0.03 | 0.73\|0.24 |
|  | OF | 36.47 | 35.15 | 24.38 | 26.45 | 24.47 | 27.33 | 20.04 | 25.55 | 40.45 | 19.02 | 21.07 | 32.42 | 18.70 | 25.22 |
|  | Success | 1.0 | 1.0 | 0.0 | 0.0 | 0.0 | 0.1 | 0.0 | 0.2 | 0.5 | 0.1 | 0.1 | 0.4 | 0.1 | 0.2 |
|  | Simul. Sec | 143 | 158 | 200 | 200 | 200 | 200 | 200 | 200 | 200 | 200 | 200 | 200 | 200 | 200 |
| $t_{4}$ | AvgProcTime | 0.07\|0.04 | 0.68\|0.36 | 0.71\|0.25 | 0.18\|0.06 | $0.36 \mid 0.12$ | 0.17\|0.04 | 0.16\|0.04 | 0.15\|0.04 | 0.73\|0.26 | 0.77\|0.31 | $0.36 \mid 0.14$ | 0.3810 .12 | 0.08\|0.03 | $0.73 \mid 0.24$ |
|  | OF | 36.47 | 35.15 | 22.51 | 20.13 | 21.43 | 25.11 | 28.69 | 26.51 | 27.97 | 24.84 | 16.20 | 32.79 | 23.91 | 36.43 |
|  | Success | 1.0 | 1.0 | 0.0 | 0.0 | 0.0 | 0.1 | 0.2 | 0.2 | 0.5 | 0.4 | 0.0 | 0.4 | 0.4 | 0.4 |
|  | Simul. Sec | 143 | 158 | 200 | 200 | 200 | 200 | 200 | 200 | 200 | 200 | 200 | 200 | 200 | 200 |
| $t_{5}$ | AvgProcTime | 0.07\|0.04 | 0.69\|0.37 | 0.71\|0.25 | 0.18\|0.06 | ${ }^{0.36 \mid 0.13}$ | 0.16\|0.06 | 0.16\|0.04 | 0.16\|0.04 | 0.71\|0.25 | 0.84\|0.32 | 0.38\|0.15 | 0.38\|0.12 | 0.08\|0.03 | 0.69\|0.23 |
|  | OF | 36.47 | 35.15 | 25.06 | 25.49 | 20.71 | 29.79 | 26.94 | 31.51 | 31.44 | 28.30 | 25.12 | 27.39 | 34.42 | 19.07 |
|  | Success | 1.0 | 1.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.2 | 0.2 | 0.4 | 0.4 | 0.1 | 0.4 | 0.4 | 0.1 |
|  | Simul. Sec | 143 | 158 | 200 | 200 | 200 | 200 | 200 | 200 | 200 | 200 | 200 | 200 | 200 | 200 |
| $t_{6}$ | AvgProcTime | 0.07\|0.04 | 0.69\|0.37 | 0.70\|0.25 | 0.18\|0.06 | $0.36 \mid 0.13$ | 0.17\|0.05 | 0.16\|0.04 | 0.16\|0.04 | 0.68\|0.25 | 0.83\|0.31 | 0.38\|0.15 | 0.37\|0.12 | 0.08\|0.03 | 0.75\|0.24 |
|  | OF | 36.47 | 35.15 | 26.22 | 23.87 | 24.42 | 26.12 | 28.93 | 33.28 | 34.14 | 30.68 | 22.34 | 22.85 | 25.13 | 30.78 |
|  | Success | 1.0 | 1.0 | 0.0 | 0.0 | 0.0 | 0.2 | 0.2 | 0.2 | 0.5 | 0.4 | 0.1 | 0.4 | 0.1 | 0.4 |
|  | Simul. Sec | 143 | 158 | 200 | 200 | 200 | 200 | 200 | 200 | 200 | 200 | 200 | 200 | 200 | 200 |
| ${ }_{7}$ | AvgProcTime | 0.07\|0.04 | 0.70\|0.37 | 0.71\|0.25 | 0.18\|0.06 | 0.35\|0.12 | 0.16\|0.04 | 0.15\|0.04 | 0.16\|0.04 | 0.70\|0.24 | 0.86\|0.31 | 0.38\|0.15 | 0.37\|0.13 | 0.08\|0.03 | 0.75\|0.24 |
|  | OF | 36.47 | 35.15 | 22.97 | 28.42 | 24.58 | 29.26 | 26.76 | 34.43 | 45.05 | 30.30 | 16.66 | 28.89 | 18.61 | 31.06 |
|  | Success | 1.0 | 1.0 | 0.0 | 0.0 | 0.0 | 0.2 | 0.1 | 0.4 | 0.5 | 0.5 | 0.1 | 0.4 | 0.1 | 0.4 |
|  | Simul. Sec | 143 | 158 | 200 | 200 | 200 | 200 | 200 | 200 | 200 | 200 | 200 | 200 | 200 | 200 |
| $t_{8}$ | AvgProcTime | 0.07\|0.04 | 0.70\|0.37 | 0.71\|0.26 | 0.18\|0.06 | $0.36 \mid 0.13$ | 0.15\|0.04 | 0.15\|0.04 | 0.15\|0.04 | 0.67\|0.25 | 0.86\|0.30 | 0.40\|0.15 | 0.34\|0.12 | 0.08\|0.03 | 0.69\|0.23 |
|  | OF | 36.47 | 35.15 | 20.61 | 23.95 | 19.59 | 26.77 | 29.49 | 27.82 | 34.36 | 34.75 | 30.90 | 19.71 | 26.59 | 18.11 |
|  | Success | 1.0 | 1.0 | 0.0 | 0.0 | 0.0 | 0.1 | 0.1 | 0.1 | 0.4 | 0.5 | 0.4 | 0.1 | 0.1 | 0.1 |

Table A.8: Summary of results for the scenario symmetric with behaviour scheme 4 Collaborative 4 Spiral.
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