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## Chapter 1

## Introduction

All graphs in this dissertation are simple, i.e., have no loops nor multiple edges. A decomposition of a graph $G$ is a set $\mathcal{D}$ of edge-disjoint subgraphs of $G$ that cover its edge set. If every element of $\mathcal{D}$ is isomorphic to a fixed graph $H$, then we say that $\mathcal{D}$ is an $H$-decomposition.

The literature related to $H$-decompositions is quite vast and contains results for decompositions of $2 k$-regular graphs into trees with $k$ edges. For instance, Ringel [18] conjectured that the complete graph $K_{2 \ell+1}$ admits a $T$-decomposition for any tree with $\ell$ edges. Moreover, Ringel's Conjecture holds for many classes of trees (see $[6,11])$. Häggkvist [13] generalized Ringel's Conjecture for regular graphs as follows.

Conjecture 1 (Graham-Häggkvist, 1989). Let $T$ be a tree with $\ell$ edges. If $G$ is a $2 \ell$-regular graph, then $G$ admits a $T$-decomposition.

For more results on decompositions of regular graphs into trees see [7, 9, 14]. For the case $T=P_{\ell}$, Kouider and Lonc [16] improved Häggkvist's result proving that if $G$ is a $2 \ell$-regular graph with girth $g \geq(\ell+3) / 2$, then $G$ admits a special $P_{\ell}$-decomposition called balanced $P_{\ell}$-decomposition, that is a path decomposition $\mathcal{D}$ where each vertex is the end vertex of exactly two paths of $\mathcal{D}$. These authors also stated the following strengthening of Conjecture 1 for paths.

Conjecture 2 (Kouider-Lonc, 1999). Let $\ell$ be a positive integer. if $G$ is a $2 \ell$-regular graph, then $G$ admits a balanced $P_{\ell}$-decomposition.

In this dissertation, we focus on the case in which $H$ is the simple path with $2 k+1$ edges, which we denote by $P_{2 k+1}$ (see Figure 2.1). Note that this notation is not standard. In 1957, Kotzig [15] (see also [3]) proved the following theorem.

Theorem 1 (Kotzig, 1957). A 3-regular graph $G$ admits a $P_{3}$-decomposition if and only if $G$ contains a perfect matching.

Proof. First, suppose that $G$ admits a $P_{3}$-decomposition $\mathcal{D}$. Since a 3 -regular graph has $3 n / 2$ edges, we have $|\mathcal{D}|=n / 2$. Note that every element of $\mathcal{D}$ has only one internal edge. Let $G^{\prime}$ be the graph consisting of the internal edges of every element of D. Let $P=a_{0} a_{1} a_{2} a_{3}$ be a path of $\mathcal{D}$. Since $d_{P}\left(a_{1}\right)=d_{P}\left(a_{2}\right)=2$ and there are $n / 2$ paths in $\mathcal{D}, d_{G^{\prime}}(x)=1$ for every $x \in V\left(G^{\prime}\right)$. Thus, $E\left(G^{\prime}\right)$ is a perfect matching of $G$.

Now, suppose that $G$ has a perfect matching $M$. Note that, $G-M$ is a 2-regular graph, and hence admits an Eulerian orientation, i.e., an orientation of the edges of $G-M$ in which for each vertex $v$, precisely half of the edges incident to $v$ are oriented towards $v$. For each $e=x y \in M$ let $P_{e}=a_{0} a_{1} a_{2} a_{3}$, where $a_{0} a_{1}$ and $a_{2} a_{3}$ are edges leaving, respectively, $a_{1}$ and $a_{2}$. Since $G-M$ admits an Eulerian orientation, there are no two in-edges of the same vertex. Thus, $a_{0} \neq a_{3}$ and $P_{e}$ is a path for every $e \in M$.

In 2010, Favaron, Genest, and Kouider [8] extended this result by proving that every 5 -regular graph that contains a perfect matching and no cycles of length 4 admits a $P_{5}$-decomposition; and proposed the following conjecture to generalize Kotzig's result. They also present a 5 -regular graph that admits a $P_{5}$-decomposition and does not contain a perfect matching (see Figure 1.1). This motivated them to pose the following conjecture.

Conjecture 3 (Favaron-Genest-Kouider, 2010). If $G$ is a $2 k+1$ )-regular graph that contains a perfect matching, then $G$ admits a $P_{2 k+1}$-decomposition.


Figure 1.1: 5-regular graph that admits a $P_{5}$-decomposition, but has no perfect matching.

In 2015, Botler, Mota, and Wakabayashi [2] verified Conjecture 3 for trianglefree 5-regular graphs, and, more recently, Botler, Mota, Oshiro, and Wakabayashi [1] generalized this result for $(2 k+1)$-regular graphs with girth at least $2 k$.

It is clear that a 5 -regular graph contains a perfect matching if and only if it contains a spanning 4-regular graph. In fact, by using a theorem of Petersen [17], one can prove that a $(2 k+1)$-regular graph contains a perfect matching if and only if it contains a spanning $2 k^{\prime}$-regular graph for every $k^{\prime} \leq k$.

Theorem 2 (Petersen, 1891). If $G$ is a $2 k$-regular graph, then $G$ admits a decomposition into spanning 2-regular graphs.

In this dissertation, we explore Conjecture 3 for $(2 k+1)$-regular graphs that contain special spanning $2 k$-regular graphs as follows. Throughout the text, $\Gamma$ denotes a finite group of order $n$; + denotes the group operation of $\Gamma$; and 0 denotes the identity of $\Gamma$. As usual, for each $x \in \Gamma$, we denote by $-x$ the element $y \in \Gamma$ such that $x+y=0$, and the operation - denotes the default binary operation $-:(x, y) \mapsto x+(-y)$. Let $S \subseteq \Gamma$ be a set not containing the identity of $\Gamma$, and such that $-x \in S$ for every $x \in S$ (i.e., $S$ is closed under taking inverses). The Cayley graph $X(\Gamma, S)$ is the graph $H$ with $V(H)=\Gamma$, and $E(H)=\{\{x, y\}: y-x \in S\}$ (see [10]). ${ }^{1}$ In this dissertation, we consider the general case in which $S$ is not a set generating $\Gamma$, and hence $X(\Gamma, S)$ is not necessarily connected. We say that $H$ is simply commutative if (i) $x+y=y+x$ for every $x, y \in S$, and (ii) $x+y \neq 0$ for every $x, y \in S$ with $y \neq-x$. Since $0 \notin S$, condition (ii) guarantees that $H$ is a simple graph. It is not hard to check that, in such a graph, the neighborhood of a vertex $v \in \Gamma$ is $N(v)=S+v=\{x+v: x \in S\}$. Although the definition of Cayley graphs can be extended to multigraphs and directed graphs, in this dissertation we consider only non-directed simple graphs in order to tackle Conjecture 3. The reader may regard the graphs studied here as simple graphs that contain underlying graphs of directed Cayley graphs.

In this dissertation, we present two results regarding Conjecture 3 . We verify it for $(2 k+1)$-regular graphs that contain the $k$-th power of a cycle (see Chapter 2); and for 5 -regular graphs that contain spanning simply commutative 4-regular Cayley graphs (see Chapter 3).

We believe that, due to the underlying group structure, the techniques developed here can be extended for dealing with $(2 k+1)$-regular graphs that contain more general spanning Cayley graphs, and also $(2 k+1)$-regular graphs that contain special spanning Schreier Graphs, which can give us significant insight with respect to the general case of Conjecture 3 (see Chapter 4).

[^0]
## Chapter 2

## Regular graphs that contain spanning powers of cycles

Given positive integers $k$ and $n$, the $k$-th power of the cycle on $n$ vertices, which we denote by $C_{n}^{k}$, is the graph on the vertex set $\{0, \ldots, n-1\}$ and such that, for every vertex $v$, we have $x \in N(v)$ if and only if $x=v+r(\bmod n)$, where $r \in\{-k, \ldots,-1\} \cup\{1, \ldots, k\}$. Given a perfect matching $M$ of a graph $G$ we say that a $P_{\ell}$-decomposition $\mathcal{D}$ of a graph $G$ is $M$-centered if for every $P=a_{0} a_{1} \ldots a_{i} a_{i+1} \ldots a_{\ell-1} a_{\ell} \in \mathcal{D}$, we have $a_{i} a_{i+1} \in M$ for $i=(\ell-1) / 2$. The next results are examples of $M$-centered decomposition.

Proposition 1. If $G$ is a 5-regular graph that contains a spanning copy $K$ of $K_{4,4}$, and $M=G-E(K)$, then $G$ admits a $M$-centered $P_{5}$-decomposition.

Proof. Let $G, K$, and $M$ be as in the statement. Let $(R, L)$ be the bipartition of $K$, where $R=\left\{r_{1}, r_{2}, r_{3}, r_{4}\right\}$ and $L=\left\{l_{1}, l_{2}, l_{3}, l_{4}\right\}$ be the partition classes of $K$. Since $K$ is a complete bipartite graph, if $x y \in M$, then either $x, y \in R$ or $x, y \in L$. Thus, we may suppose, without loss of generality, that $M=\left\{r_{1} r_{2}, r_{3} r_{4}, l_{1} l_{2}, l_{3} l_{4}\right\}$. Therefore, $\mathcal{D}=\left\{l_{1} r_{1} l_{3} l_{4} r_{2} l_{2}, l_{3} r_{3} l_{1} l_{2} r_{4} l_{4}, r_{1} l_{2} r_{3} r_{4} l_{1} r_{2}, r_{3} l_{4} r_{1} r_{2} l_{3} r_{4}\right\}$ is an $M$-centered decomposition of $G$ as desired (see Figure 2.1).


Figure 2.1: $P_{5}$-decomposition of a 5 -regular graph that contains a spanning copy of a $K_{4,4}$.

Proposition 2. Let $n, k \in \mathbb{N}$ with $k<n / 2$. If $G$ is a simple $(2 k+1)$-regular graph on $n$ vertices that contains a copy $C$ of $C_{n}^{k}$, and $M=G-E(C)$, then $G$ admits an $M$-centered $P_{2 k+1}$-decomposition.

Proof. Let $G, C$, and $M$ be as in the statement, and let $V(C)=\{0, \ldots, n-1\}$ as above. Since $C$ is a $2 k$-regular graph, $M$ is a perfect matching of $G$. Given $i \in V(C)$, let $Q_{i}$ be the path $v_{0} v_{1} \ldots v_{k}$ in which $v_{0}=i$; and, for $j=1, \ldots, k$, we have $v_{j}=v_{j-1}+j$ if $j$ is odd; and $v_{j}=v_{j-1}-j$ if $j$ is even. Note that for every $j=1, \ldots, k$, the path $Q_{i}$ contains an edge $x y$ such that $|x-y|=j$. Also, we have $V\left(Q_{i}\right)=\{i+r(\bmod n): r \in\{-\lfloor k / 2\rfloor,-\lfloor k / 2\rfloor+1, \ldots,\lceil k / 2\rceil\}\}$. It is not hard to check that the set $\mathcal{Q}=\left\{Q_{i}: i \in V(C)\right\}$ is a $P_{k}$-decomposition of $C$.

Given an edge $e=i j \in M$, let $P_{e}=Q_{i} \cup\{i j\} \cup Q_{j}$. Since $Q_{i}$ and $Q_{j}$ have, respectively, $i$ and $j$ as end vertices, and $E\left(Q_{i}\right) \cap E\left(Q_{j}\right)=\emptyset$, the graph $P_{e}$ is a trail of length $2 k+1$. Thus, since $\mathcal{Q}$ is a $P_{k}$-decomposition of $C$, and $M$ is a perfect matching of $G$, the set $\mathcal{D}=\left\{P_{e}: e \in M\right\}$ is a decomposition of $G$ into trails of length $2 k+1$. We claim that, in fact, $\mathcal{D}$ is a $P_{2 k+1}$-decomposition of $G$. For that, we prove that if $i j \in M$, then $V\left(Q_{i}\right) \cap V\left(Q_{j}\right)=\emptyset$. Indeed, note that for every $e=i j \in M$, we have $|i-j|>k$, otherwise we have $i j \in E(C)$. Now, suppose that there is a vertex $v$ in $V\left(Q_{i}\right) \cap V\left(Q_{j}\right)$. Then, there are $r_{1}, r_{2}$ with $-\lfloor k / 2\rfloor \leq r_{1}, r_{2} \leq\lceil k / 2\rceil$, and such that $i+r_{1}=v=j+r_{2}$. Suppose, without loss of generality, that $i>j$. Then, we have $r_{2}-r_{1}=i-j>k$, but $r_{2}-r_{1} \leq\lceil k / 2\rceil+\lfloor k / 2\rfloor=k$, a contradiction.

Note that, from the proof of Proposition 2 we also obtain a construction for the Hamilton path decomposition of complete graphs of even order.

Corollary 1. The complete graph $K_{2 k+2}$ admits a $P_{2 k+1}$-decomposition.
A slight variation of the proof of Proposition 2 also provides the following result.
Corollary 2. Let $G$ be an $\ell$-regular graph, $\ell$ odd, and let $M$ be a perfect matching of $G$. If each component of $G \backslash M$ is a $k$-th power of a cycle, then $G$ admits an $M$-centered $P_{\ell}$-decomposition.

Let $G_{1}$ and $G_{2}$ be disjoint graphs with perfect matchings $M_{1}$ and $M_{2}$, respectively. Let $a_{1} b_{1}, \ldots, a_{k} b_{k} \in M_{1}$ and $x_{1} y_{1}, \ldots, x_{k} y_{k} \in M_{2}$ be distinct edges, and let $G$ be the graph obtained from the disjoint union $G_{1} \cup G_{2}$ by removing $a_{1} b_{1}, \ldots, a_{k} b_{k}, x_{1} y_{1}, \ldots, x_{k} y_{k}$ and adding the edges $a_{1} x_{1}, b_{1} y_{1}, \ldots, a_{k} x_{k}, b_{k} y_{k}$. We say that $G$ is a collage of $G_{1}$ and $G_{2}$ over edges of $M_{1}$ and $M_{2}$, and denote by $M_{G}$ the perfect matching $\left(M_{1} \cup M_{2} \cup\left\{a_{1} x_{1}, b_{1} y_{1}, \ldots, a_{k} x_{k}, b_{k} y_{k}\right\}\right) \backslash$ $\left\{a_{1} b_{1}, \ldots, a_{k} b_{k}, x_{1} y_{1}, \ldots, x_{k} y_{k}\right\}$. When $M_{1}$ and $M_{2}$ are clear from the context, we say simply that $G$ is a collage of $G_{1}$ and $G_{2}$. Note that $G$ is $\ell$-regular if and only if $G_{1}$ and $G_{2}$ are $\ell$-regular.

Let $G$ be an $\ell$-regular graph, where $\ell$ is an odd positive integer, and let $M$ be a perfect matching of $G$. We say that $G$ is $M$-constructable if either $G$ admits an $M$-centered $P_{\ell}$-decomposition, or $G$ is the collage of an $M_{1}$-constructable graph and an $M_{2}$-constructable graph over edges of $M_{1}$ and $M_{2}$ and $M=M_{G}$. The next result is a useful tool in the proof of Theorem 3.

Lemma 1. Every $M$-constructable $\ell$-regular graph admits an $M$-centered $P_{\ell^{-}}$ decomposition.

Proof. Suppose, for a contradiction, that the statement does not hold, and let $G$ be a counterexample with a minimum number of vertices. By the definition of $M$-constructable, $G$ is the collage of an $M_{1}$-constructable graph $G_{1}$ and an $M_{2}$-constructable graph $G_{2}$ over edges of $M_{1}$ and $M_{2}$. By the minimality of $G$, the graph $G_{i}$ admits an $M_{i}$-centered $P_{\ell}$-decomposition $\mathcal{D}_{i}$, for $i=1,2$. Let $a_{i}, b_{i}, x_{i}, y_{i}$, for $i=1, \ldots, k$ be such that $G$ is the graph obtained from $G_{1} \cup G_{2}$ by removing $a_{1} b_{1}, \ldots, a_{k} b_{k}, x_{1} y_{1}, \ldots, x_{k} y_{k}$ and adding $a_{1} x_{1}, b_{1} y_{1}, \ldots, a_{k} x_{k}, b_{k} y_{k}$ as above. For $i=1, \ldots, k$, let $P_{i} \in \mathcal{D}_{1}$ and $Q_{i} \in \mathcal{D}_{2}$ be the paths containing the edges $a_{i} b_{i}$ and $x_{i} y_{i}$, respectively. By the definition of $M_{1^{-}}$and $M_{2^{-}}$ centered $P_{\ell^{\prime}}$-decomposition, for $i=1, \ldots, k$, we may write $P_{i}=P_{i, 1} a_{i} b_{i} P_{i, 2}$ and $Q_{i}=Q_{i, 1} x_{i} y_{i} Q_{i, 2}$, where $P_{i, 1}, P_{i, 2}, Q_{i, 1}$ and $Q_{i, 2}$ are paths of length $(\ell-1) / 2$. Since $G_{1}$ and $G_{2}$ are disjoint, $V\left(P_{i, j}\right) \cap V\left(Q_{i, j}\right)=\emptyset$ for $i=1, \ldots, k$ and $j=1,2$. Let $R_{i, 1}=P_{i, 1} \cup\left\{a_{i} x_{i}\right\} \cup Q_{i, 1}$ and $R_{i, 2}=P_{i, 2} \cup\left\{b_{i} y_{i}\right\} \cup Q_{i, 2}$, and note that $\mathcal{D}=\left(\mathcal{D}_{1} \backslash\left\{P_{1}, \ldots, P_{k}\right\}\right) \cup\left(\mathcal{D}_{2} \backslash\left\{Q_{1}, \ldots, Q_{k}\right\}\right) \cup\left\{R_{i, j}: i=1, \ldots, k\right.$ and $\left.j=1,2\right\}$ is an $M_{G}$-centered $P_{\ell^{\prime}}$-decomposition of $G$, a contradiction.

Corollary 3. If $G$ is a 5 -regular graph that contains a $K_{4,4}$-factorization $K$ and $M=G-E(K)$, then $G$ admits an $M$-centered $P_{5}$-decomposition.

## Chapter 3

## 5-regular graphs that contain spanning Cayley graphs

In this chapter, we explore 5 -regular graphs that contain spanning simply commutative 4 -regular Cayley graphs. In [2], Botler et al. showed that every trianglefree 5-regular graph $G$ that has a perfect matching admits a $P_{5}$-decomposition. For that, they applied the following strategy: i) to find an initial decomposition of $G$ into paths and trails; and ii) to perform some exchange of edges on the elements of $\mathcal{D}$ preserving a special invariant, while minimizing the number of trails that are not paths. The proof of our main theorem follows this framework, but consists of three steps. First, from the structure of Cayley graphs, we find an initial decomposition into trails, not necessarily paths (see Proposition 3). Then, we show how to exchange edges to obtain a decomposition in which the bad elements (the trails that are not paths) are distributed in circular fashion (see Lemma 5). Finally, we show how to deal with these "cycles of bad elements" (see Theorem 3).

### 3.1 Preliminary remarks

In this section, we present four special types of trails used throughout this text, and the following useful lemma.

Lemma 2. Let $k \in \mathbb{N}$. If $G$ is a $(2 k+1)$-regular graph, and $\mathcal{D}$ is a decomposition of $G$ into trails of length $2 k+1$, then each vertex of $G$ is the end vertex of precisely one element of $\mathcal{D}$.

Proof. Let $k, G$ and $\mathcal{D}$ be as in the statement. Let $n=|V(G)|$. Given an element $T \in \mathcal{D}$, we denote by $o(T)$ the number of its vertices with odd degree in $T$, and given a vertex $v \in V(G)$, we denote by $\mathcal{D}(v)$ the number of trails in $\mathcal{D}$ having $v$ as end vertex. Clearly, $\sum_{T \in \mathcal{D}} o(T)=\sum_{v \in V(G)} \mathcal{D}(v)$. Since $T$ is a trail, we have $o(T) \leq 2$, for every $T$ in $\mathcal{D}$. Also, since every element of $\mathcal{D}$ has $2 k+1$ edges, we have
$|\mathcal{D}|=\frac{1}{2 k+1}|E(G)|=\frac{1}{2 k+1} \frac{1}{2}(2 k+1) n=\frac{1}{2} n$. Thus, we have $\sum_{T \in \mathcal{D}} o(T) \leq 2|\mathcal{D}|=n$. Now, since $v \in V(G)$ has odd degree, $v$ must have odd degree in at least one element of $\mathcal{D}$, and hence $\mathcal{D}(v) \geq 1$. Thus, we have $\sum_{v \in V(G)} \mathcal{D}(v) \geq n$, and hence $\sum_{v \in V(G)}=\sum_{T \in \mathcal{D}} o(T)=n$. This implies that $\mathcal{D}(v)=1$ for every $v \in V(G)$, as desired.

Recall that $\Gamma$ is a finite group of order $n$ with operation + . Given two elements $g$, $r$ of $\Gamma$, we say that $\{g, r\}$ is a simple commutative generator (SCG) if (i) $0 \notin\{g, r, 2 g, 2 r\}$; (ii) $g \notin\{r,-r\}$; and (iii) $g+r=r+g$. Let $S=\{g,-g, r,-r\}$, and consider the Cayley graph $C=X(\Gamma, S)$. By construction, $C$ is a simply commutative Cayley graph (see Chapter 1). Conditions (i) and (ii) guarantee that $C$ is a simple graph, while condition (iii) introduces the main restriction explored in this dissertation. In this case, we say that $C$ is the graph generated by $\{g, r\}$, and that $\{g, r\}$ is the generator of $C$. Given an SCG $\{g, r\}$, we say that a simple 5 -regular graph $G$ with vertex set $\Gamma$ is a $\{g, r\}$-graph if $G$ contains a spanning Cayley graph $C$ generated by $\{g, r\}$. We say that $G$ is a simply commutative generated graph or, for short, $S C G$-graph if $G$ is a $\{g, r\}$-graph for some SCG $\{g, r\}$. In this chapter, we verify Conjecture 3 for SCG-graphs.

A 2-factor in a graph $G$ is a spanning 2-regular subgraph of $G$. Let $\{g, r\}$ be an SCG. If $C$ is the graph generated by $\{g, r\}$, and $x \in\{g, r\}$, then we denote by $F_{x}$ the 2-factor of $C$ with edge set $E\left(F_{x}\right)=\{v+x: v \in \Gamma\}$. If $G$ is a $\{g, r\}$-graph, then we denote by $M_{g, r}$ the perfect matching $G \backslash E\left(F_{g} \cup F_{r}\right)$, and the triple $\left\{M_{g, r}, F_{g}, F_{r}\right\}$ is called the base factorization of $G$. Although $G$ is a simple graph, for ease of notation, we refer to an edge $u v \in F_{x}$, with $x \in\{g, r\}$, as a green (resp. red) out-edge of $u$ and in-edge of $v$ if $v=u+x$ and $x=g$ (resp. $x=r$ ). In the figures throughout the text, the edges in $F_{g}, F_{r}, M_{g, r}$ are illustrated, respectively, in green, red, and double black pattern, while edges without specific affiliation are illustrated in gray. Moreover, if such an edge has a specific direction (i.e., in-edge or out-edge), it is illustrated accordingly. Note that each vertex $u$ has precisely one edge of each type (green in-edge, green out-edge, red in-edge, red out-edge), and is incident to precisely one edge of $M_{g, r}$. Note that the group structure overcomes Theorem 2 by giving a decomposition of $C$ into 2-factors in terms of the elements $g$ and $r$. The next definition presents the main elements of the decompositions in our proofs.

Definition 1. We say that a trail $T$ in a $\{g, r\}$-graph is of type $A, B, C$, or $D$ if $T$ can be written as $a_{0} a_{1} a_{2} a_{3} a_{4} a_{5}$ as follows.
type $A: a_{0}, a_{1}, a_{2}, a_{3}, a_{4}$ are distinct vertices and $a_{2}=a_{5}$ and the following hold: $a_{2} a_{3} \in M_{g, r}, a_{2} a_{1}, a_{3} a_{4} \in F_{g}, a_{5}=a_{4} a_{5}$, and $a_{1} a_{0} \in F_{g} \cup F_{r} \cup M_{g, r}$, i.e., $a_{1} a_{0}$ is an out-edge of $a_{1}$, or $a_{1} a_{0} \in M_{g, r}$ (see Figure 3.1a). In this case, we say that $a_{3}$ is the primary connection vertex of $T, a_{2}$ is the secondary connection
vertex of $T$; $a_{1}$ is the auxiliary vertex of $T$; and $a_{4}$ is the tricky vertex of $T$. We denote these vertices, respectively, by $\mathrm{cv}_{1}(T), \mathrm{cv}_{2}(T)$, aux $(T)$, and $\operatorname{tr}(T)$;
type B: $a_{0}, a_{1}, a_{2}, a_{3}, a_{4}, a_{5}$ are distinct vertices and the following hold: $a_{2} a_{3} \in M_{g, r}$ $a_{2} a_{1}, a_{3} a_{4} \in F_{g}, a_{1} a_{0}, a_{4} a_{5} \in F_{g} \cup F_{r} \cup M_{g, r}$ (see Figure 3.1b);
type C: $a_{0}, a_{1}, a_{2}, a_{3}, a_{4}, a_{5}$ are distinct vertices and the following hold: $a_{2} a_{1}, a_{4} a_{3} \in$ $F_{g}, a_{3} a_{2}, a_{4} a_{5} \in F_{r}, a_{1} a_{0} \in F_{g} \cup F_{r} \cup M_{g, r}$, and, moreover, we have $a_{2} a_{4} \in$ $E(G)$ and $a_{2} a_{4} \in M_{g, r}$ (see Figure 3.1c);
type D: $a_{0}, a_{1}, a_{2}, a_{3}, a_{4}, a_{5}$ are distinct vertices and the following hold: $a_{1} a_{0}, a_{4} a_{5} \in$ $F_{r}, a_{1} a_{2}, a_{3} a_{4} \in M_{g, r}$, and $a_{3} a_{2} \in F_{g}$ (see Figure 3.1d).


Figure 3.1: The main types of trails.

We remark that elements of type A are not paths, while elements of type B, C , and D are paths. Moreover, the connection vertices of an element $T$ are always incident to an edge of $M_{g, r}$ in $T$, and hence, no vertex of a $\{g, r\}$-graph is a connection vertex of two edge-disjoint elements of type $A$ in a graph.

Given a trail (not necessarily a path) $T=a_{0} a_{1} a_{2} a_{3} a_{4} a_{5}$ in a decomposition $\mathcal{D}$ of a $\{g, r\}$-graph $G$, we say that the edge $a_{1} a_{0}$ (resp. $a_{4} a_{5}$ ) is a hanging edge at $a_{1}$ (resp. $a_{4}$ ) if $a_{1} a_{0} \in M_{g, r} \cup F_{g} \cup F_{r}$ (resp. $a_{4} a_{5} \in M_{g, r} \cup F_{g} \cup F_{r}$ ), i.e., the hanging edges of $T$ are the end edges of $T$ that are in $M_{g, r}$ or that are in-edges of its end vertices. By Definition 1, all end edges of elements of type $\mathrm{A}, \mathrm{B}, \mathrm{C}$, or D are hanging edges. Note that if $T$ is an element of type A where $a_{5}=a_{2}$, then $a_{1} a_{0}, a_{2} a_{3}$ and $a_{4} a_{2}$ are hanging edges of $T$ at, respectively, $a_{1}, a_{3}$, and $a_{4}$. Given a trail decomposition $\mathcal{D}$ of a graph $G$ and a vertex $u \in V(G)$, we denote by $\operatorname{hang}_{\mathcal{D}}(u)$ the number of edges of $G$ that are hanging edges at $u$.

### 3.2 Complete decompositions

The proof of the main theorem of this dissertation relies on the following definition, which consist of a set of properties that hold for decompositions of the given
graph, and that are invariant due to a series of operations performed throughout the proof.

Definition 2. A decomposition $\mathcal{D}$ of $a\{g, r\}$-graph $G$ into trails of length 5 is complete if the following hold.
(a) $\operatorname{hang}_{\mathcal{D}}(u)>0$ for every vertex $u$ that is a connection vertex of an element of $\mathcal{D}$;
(b) Every element in $\mathcal{D}$ is of type $A, B, C$ or $D$;
(c) If $T$ can be written as $a_{0} a_{1} a_{2} a_{3} a_{4} a_{5}$ and $a_{0} a_{1} \in M_{g, r}$, then $a_{0}=a_{1}+g+r$.

The first step of our proof is given by the next proposition, which presents an initial decomposition for the graphs studied.

Proposition 3. If $G$ is an SCG-graph, then $G$ admits a complete decomposition.
Proof. Let $\left\{F_{g}, F_{r}, M_{g, r}\right\}$ be the base factorization of $G$. For each $e=x y \in M_{g, r}$, let $P_{e}=a_{0} a_{1} a_{2} a_{3} a_{4} a_{5}$, where $a_{1} a_{0}, a_{4} a_{5} \in F_{r}, a_{2} a_{1}, a_{3} a_{4} \in F_{g}, a_{2}=x$, and $a_{3}=y$. We claim that $\mathcal{D}=\left\{P_{e}: e \in M_{g, r}\right\}$ is complete. Clearly, $P_{e}$ is an element of type A or B, for every $e \in M_{g, r}$, and hence $\mathcal{D}$ satisfies Definition 2(b). Moreover, note that $a_{0} a_{1}$ (resp. $a_{4} a_{5}$ ) is a hanging edge at $a_{1}$ (resp. $a_{4}$ ). Thus, given $z \in V(G)$, let $e^{\prime}=$ $x y \in M_{g, r}$ be such that $x=z-g$, then $P_{e^{\prime}}$ contains a hanging edge at $z$, and hence there is a hanging edge at every vertex of $G$. This proves Definition 2(a). Finally, if $P \in \mathcal{D}$ can be written as $a_{0} a_{1} a_{2} a_{3} a_{4} a_{5}$ where $a_{0} a_{1} \in M_{g, r}$, then $P$ must be of type A, and we have $a_{1} a_{2}, a_{3} a_{4} \in F_{g}, a_{2} a_{3}, a_{4} a_{5} \in F_{r}$ and $a_{0}=a_{3}=a_{2}+r=a_{1}+g+r$, and hence $\mathcal{D}$ satisfies Definition 2(c).

The next lemma is used often in our proof and presents a consequence of the exchange of hanging edges at primary connection vertices.

Lemma 3. If $T=a_{0} a_{1} a_{2} a_{3} a_{4} a_{5}$ is an element of type $A$ in a decomposition of $a$ $\{g, r\}$-graph $G$ into trails of length 5 , where $a_{5}=a_{2}$ and $a_{2} a_{3} \in M_{g, r}$, and $u \in V(G)$ is such that $a_{3} u$ is a hanging edge at $a_{3}=\operatorname{cv}_{1}(T)$, then $T^{\prime}=a_{0} a_{1} a_{2} a_{4} a_{3} u$ is of type C.

Proof. Let $T, u$, and $T^{\prime}$ be as in the statement. Since $a_{3} a_{4}$ is a green out-edge of $a_{3}$ and $a_{2} a_{3}$ is an edge of $M_{g, r}$ incident to $a_{3}$, we conclude that $a_{3} u$ is a red out-edge of $a_{3}$, and hence $u=a_{3}+r$. Now, since $G$ is simple, we have $u \notin\left\{a_{2}, a_{3}, a_{4}\right\}$; if $u=a_{1}$, then we have $a_{3}+r=u=a_{1}=a_{3}+g+r+g$, which implies $2 g=0$, a contradiction to the definition of SCG. Finally, by Lemma 2 we have $u \neq a_{0}$. Thus, $T^{\prime}$ is a path. Since $a_{3} u \in F_{r}, T^{\prime}$ is of type $C$.


Figure 3.2: Exchange of edges between elements of type A and a hanging edge in the proof of Lemma 3.

The following lemma is also used often in our proof and shows how two elements of type A may be connected.

Lemma 4. If $T_{1}$ and $T_{2}$ are two edge-disjoint elements of type $A$ in a $\{g, r\}$-graph $G$ such that $\operatorname{tr}\left(T_{2}\right)=\mathrm{cv}_{1}\left(T_{1}\right)$, then $\operatorname{aux}\left(T_{2}\right)=\mathrm{cv}_{2}\left(T_{1}\right)$.

Proof. Let $T_{1}=a_{0} a_{1} a_{2} a_{3} a_{4} a_{5}$ and $T_{2}=b_{0} b_{1} b_{2} b_{3} b_{4} b_{5}$, where $a_{5}=a_{2}$ and $b_{5}=b_{2}$ and $a_{2} a_{3}, b_{2} b_{3} \in M_{g, r}$. If $\operatorname{cv}_{1}\left(T_{1}\right)=\operatorname{tr}\left(T_{2}\right)$, then $a_{3}=b_{4}$. Since $b_{1}=b_{4}+r+g$ and $a_{2}=a_{3}+g+r$. Thus aux $\left(T_{2}\right)=b_{1}=b_{4}+r+g=a_{3}+r+g=a_{3}+g+r=a_{2}=\mathrm{cv}_{2}\left(T_{1}\right)$, as desired (see Figure 3.3).


Figure 3.3: Identities given by Lemma 4 when $b_{3}=0$.

We say that an element $T$ of type A in a complete decomposition $\mathcal{D}$ is free if $\operatorname{tr}(T) \neq \operatorname{cv}_{i}\left(T^{\prime}\right)$ for every $T^{\prime} \in \mathcal{D}$ and $i \in\{1,2\}$. An $A$-chain is a sequence $T_{0}, T_{1}, \ldots, T_{s-1}$ of elements of type A such that for each $j \in\{0, \ldots, s-1\}$, we have $\operatorname{tr}\left(T_{j}\right)=\mathrm{cv}_{i}\left(T_{j-1}\right)$, for some $i \in\{1,2\}$ (subtraction on the indices are taken modulo $s$ ). Note that A-chains do not consider the auxiliary vertex when allowing two elements to be consecutive. Thus, elements, say $T_{1}$ and $T_{2}$, of type A that are not consecutive in an A-chain, or that are in different A-chains, may still share a vertex $u$ for which $\mathrm{cv}_{i}\left(T_{1}\right)=u=\operatorname{aux}\left(T_{2}\right)$.

Given a decomposition $\mathcal{D}$ of a graph $G$ into trails of length 5 , denote by $\tau(\mathcal{D})$ the number of elements that are not paths. By exchanging edges between the elements of a decomposition given by Proposition 3, we can show that a complete decomposition that minimizes $\tau(\mathcal{D})$ has no free element, and hence its elements of type A are partitioned into A-chains.

Lemma 5. Every $\{g, r\}$-graph for which $2 g+2 r \neq 0$ admits a complete decomposition in which the elements of type $A$ are partitioned into $A$-chains.

Proof. Let $G$ be a $\{g, r\}$-graph for which $2 g+2 r \neq 0$ and put $M=M_{g, r}$. By Proposition $3, G$ admits a complete decomposition. Let $\mathcal{D}$ be a complete decomposition of $G$ that minimizes $\tau(\mathcal{D})$. In what follows, we prove that $\mathcal{D}$ contains no free element of type A.

For that, in each step, we exchange edges between some elements of $\mathcal{D}$ and obtain a complete decomposition $\mathcal{D}^{\prime}$ into trails of length five such that $\tau\left(\mathcal{D}^{\prime}\right)<\tau(\mathcal{D})$, which is a contradiction to the minimality of $\mathcal{D}$. To check that $\mathcal{D}^{\prime}$ is a complete decomposition, we observe the three following items: (i) The only vertex that has a hanging edge of $\mathcal{D}$ but does not have a hanging edge of $\mathcal{D}^{\prime}$ is the tricky vertex of a free element of type A, which by the definition of free element, is not a connection vertex of any element of $\mathcal{D}^{\prime}$, and hence Definition 2(a) holds for $\mathcal{D}^{\prime}$; (ii) every element of $\mathcal{D}^{\prime}$ that is not an element of $\mathcal{D}$, i.e., the elements involved in the exchange of edges, is of type $\mathrm{A}, \mathrm{B}, \mathrm{C}$, or D , and hence $2(\mathrm{~b})$ holds for $\mathcal{D}^{\prime}$; (iii) every edge $u v \in M$ in the elements considered that can be viewed as an end edge in $\mathcal{D}^{\prime}$ (some elements may be expressed by more than two trails) either can be viewed as end edges in $\mathcal{D}$ or is obtained from an element of type A and satisfies $u=v+g+r$, and hence Definition 2(c) holds for $\mathcal{D}^{\prime}$.

Claim 1. No element of type $B$ or $C$ has a hanging edge at the primary connection vertex of a free element of type $A$.

Proof. Let $T_{1} \in \mathcal{D}$ be a free element of type A , and let $T_{2} \in \mathcal{D}$ be an element of type B or C that contains a hanging edge at $\mathrm{cv}_{1}\left(T_{1}\right)$. Let $T_{1}=a_{0} a_{1} a_{2} a_{3} a_{4} a_{5}$, where $a_{5}=a_{2}$ and $a_{2} a_{3} \in M$, and $T_{2}=b_{0} b_{1} b_{2} b_{3} b_{4} b_{5}$. We divide the proof depending on whether $T_{2}$ is of type B or C .
$\mathbf{T}_{\mathbf{2}}$ is of type B. Suppose, for a contradiction, that $b_{4}=\operatorname{cv}_{1}\left(T_{1}\right)=a_{3}$. Put $T_{1}^{\prime}=a_{0} a_{1} a_{2} a_{4} a_{3} b_{5}, T_{2}^{\prime}=b_{0} b_{1} b_{2} b_{3} b_{4} a_{2}$ (see Figure 3.4), and let $\mathcal{D}^{\prime}=\left(\mathcal{D} \backslash\left\{T_{1}, T_{2}\right\}\right) \cup$ $\left\{T_{1}^{\prime}, T_{2}^{\prime}\right\}$. Note that $\mathcal{D}^{\prime}$ is a decomposition of $G$ into trails of length 5 . By Lemma 3, $T_{1}^{\prime}$ is an element of Type C. In what follows, we prove that $T_{2}^{\prime}$ is a path. For that, we prove that $a_{2} \notin\left\{b_{0}, b_{1}, b_{2}, b_{3}, b_{4}\right\}$. Indeed, since $G$ has no loops or multiple edges, $a_{2} \notin\left\{b_{3}, b_{4}\right\}$. Since $M$ is a matching, $a_{2} \neq b_{2}$. If $a_{2}=b_{1}$, then $b_{2}=b_{1}-g=a_{2}-g=$ $a_{3}+g+r-g=b_{5}$, and hence $T_{2}$ is of type $A$, a contradiction. Finally, by Lemma 2 $a_{2} \neq b_{0}$. Thus, $T_{2}^{\prime}$ is a path. Moreover, $T_{2}^{\prime}$ is an element of type B .

In what follows, we prove that $\mathcal{D}^{\prime}$ is a complete decomposition. Note that $\operatorname{hang}_{\mathcal{D}^{\prime}}(v) \geq \operatorname{hang}_{\mathcal{D}}(v)$ for every $v \in V(G) \backslash\left\{a_{4}\right\}$. Since $a_{4}$ is not a connection vertex of $\mathcal{D}^{\prime}$, and $\operatorname{hang}_{\mathcal{D}}(v)>0$ for every connection vertex $v$ of $\mathcal{D}$, $\operatorname{hang}_{\mathcal{D}^{\prime}}(v)>0$ for every connection vertex $v$ of $\mathcal{D}^{\prime}$. Thus Definition 2(a) holds for $\mathcal{D}^{\prime}$. Also, since $T_{1}^{\prime}$ is of type C and $T_{2}^{\prime}$ is of type B, Definition 2(b) holds for $\mathcal{D}^{\prime}$. Moreover, note that $a_{2} a_{3} \in M$ is an end edge of $T_{2}^{\prime}$. Since $T_{1}$ is of type A, we have $a_{2}=a_{3}+g+r$. Thus, Definition 2(c) holds for $\mathcal{D}^{\prime}$. Therefore, $\mathcal{D}^{\prime}$ is a complete decomposition such
that $\tau\left(\mathcal{D}^{\prime}\right)=\tau(\mathcal{D})-1<\tau(\mathcal{D})$, a contradiction to the minimality of $\mathcal{D}$.


Figure 3.4: Exchange of edges between elements of type A and B in the proof of Claim 1.
$\mathbf{T}_{\mathbf{2}}$ is of type $\mathbf{C}$. We may assume $b_{3} b_{2} \in F_{r}$. In this case we have $b_{4} b_{3} \in F_{g}$. Since $T_{2}$ contains a hanging edge at $\mathrm{cv}_{1}\left(T_{1}\right)$, we have $a_{3}=\operatorname{cv}_{1}\left(T_{1}\right) \in\left\{b_{1}, b_{4}\right\}$. If $b_{4}=a_{3}$, then there are two green out-edges at $a_{3}$, namely $a_{3} a_{4}, b_{4} a_{3}$, a contradiction. Thus, we may assume that $a_{3}=b_{1}$. Put $T_{1}^{\prime}=a_{0} a_{1} a_{2} a_{4} a_{3} b_{0}, T_{2}^{\prime}=a_{2} b_{1} b_{2} b_{4} b_{3} b_{5}$ (see Figure 3.5), and let $\mathcal{D}^{\prime}=\left(\mathcal{D} \backslash\left\{T_{1}, T_{2}\right\}\right) \cup\left\{T_{1}^{\prime}, T_{2}^{\prime}\right\}$. Note that $\mathcal{D}^{\prime}$ is a decomposition of $G$ into trails of length 5 . By Lemma 3, $T_{1}^{\prime}$ is an element of Type C. In what follows we prove that $T_{2}^{\prime}$ is a path. For that, we prove that $a_{2} \notin\left\{b_{0}, b_{1}, b_{2}, b_{3}, b_{4}\right\}$. Indeed, since $G$ is simple, $a_{2} \notin\left\{b_{1}, b_{2}\right\}$. If $a_{2}=b_{4}$, then $a_{2} a_{1}$ and $b 4 b_{3}$ are two green out-edges at $a_{2}$, a contradiction. By Lemma $2, a_{2} \neq b_{5}$. Finally, $a_{3}+g+r=a_{2}$ and $b_{1}=b_{3}+r+g$, if $a_{2}=b_{3}$, then we have $a_{3}+g+r=a_{2}=b_{3}=b_{1}-g-r=a_{3}-g-r$, which implies $2 g+2 r=0$, a contradiction. Thus $T_{2}^{\prime}$ is a path. Moreover, $T_{2}^{\prime}$ is an element of type C.

Now, we prove that $\mathcal{D}^{\prime}$ is a complete decomposition. Analogously to the case above $\operatorname{hang}_{\mathcal{D}^{\prime}}(v) \geq \operatorname{hang}_{\mathcal{D}}(v)$ for every $v \in V(G) \backslash\left\{a_{4}\right\}$. Since $a_{4}$ is not a connection vertex of $\mathcal{D}^{\prime}$, and $\operatorname{hang}_{\mathcal{D}}(v)>0$ for every connection vertex $v$ of $\mathcal{D}$, $\operatorname{hang}_{\mathcal{D}^{\prime}}(v)>0$ for every connection vertex $v$ of $\mathcal{D}^{\prime}$. Thus Definition 2(a) holds for $\mathcal{D}^{\prime}$. Also, since $T_{1}^{\prime}$ and $T_{2}^{\prime}$ are both elements of type C, Definition 2(b) holds. Moreover, note that $a_{2} a_{3}$ is an end edge of $T_{2}^{\prime}$, and, by definition of element of type A, Definition 2 (c) holds. Thus, $\mathcal{D}^{\prime}$ is a complete decomposition such that $\tau\left(\mathcal{D}^{\prime}\right)=\tau(\mathcal{D})-1<\tau(\mathcal{D})$, a contradiction to the minimality of $\mathcal{D}$.


Figure 3.5: Exchange of edges between elements of type A and C in the proof of Claim 1.

Claim 2. Let $T_{1}$ and $T_{2}$ be two elements of type $A$ in $\mathcal{D}$. If $T_{1}$ is free and $T_{2}$ contains a hanging edge on $\mathrm{cv}_{1}\left(T_{1}\right)$, then no element of type $A$, $B$, or $C$ in $\mathcal{D} \backslash\left\{T_{1}, T_{2}\right\}$ contains a hanging edge at $\mathrm{cv}_{2}\left(T_{2}\right)$.

Proof. Let $T_{1}=a_{0} a_{1} a_{2} a_{3} a_{4} a_{5}$ and $T_{2}=b_{0} b_{1} b_{2} b_{3} b_{4} b_{5}$ be two elements of $\mathcal{D}$, where $a_{5}=a_{2}$ and $b_{5}=b_{2}$ and $a_{2} a_{3}, b_{2} b_{3} \in M$. First, we prove that $\operatorname{cv}_{1}\left(T_{1}\right)=\operatorname{tr}\left(T_{2}\right)$ and $\mathrm{cv}_{2}\left(T_{1}\right)=\operatorname{aux}\left(T_{2}\right)$. Suppose, for contradiction, that $\mathrm{cv}_{1}\left(T_{1}\right) \neq \operatorname{tr}\left(T_{2}\right)$. Therefore, $b_{1}=\operatorname{cv}_{1}\left(T_{1}\right)=a_{3}$. Now, put $T_{1}^{\prime}=a_{0} a_{1} a_{2} a_{4} a_{3} b_{0}, T_{2}^{\prime}=a_{2} b_{1} b_{2} b_{3} b_{4} b_{2}$ (see Figure 3.6) and let $\mathcal{D}^{\prime}=\left(\mathcal{D} \backslash\left\{T_{1}, T_{2}\right\}\right) \cup\left\{T_{1}^{\prime}, T_{2}^{\prime}\right\}$. Note that $\mathcal{D}^{\prime}$ is a decomposition of $G$ into trails of length 5 . By Lemma 3, $T_{1}^{\prime}$ is an element of type C . We claim that $T_{2}^{\prime}$ is an element of type A. For that we prove that $a_{2} \notin\left\{b_{1}, b_{2}, b_{3}, b_{4}\right\}$. Again, since $G$ is a simple graph, we have $a_{2} \notin\left\{b_{1}, b_{2}\right\}$. Since every vertex is incident to one edge of $M$, we have $a_{2} \neq b_{3}$, and if $a_{2}=b_{4}$, then we have $a_{3}+g+r=a_{2}=b_{4}=a_{3}-g-r$, which implies $2 g+2 r=0$, a contradiction. Now, we prove that $\mathcal{D}^{\prime}$ is a complete decomposition. Analogously to the cases above, we have $\operatorname{hang}_{\mathcal{D}^{\prime}}(v) \geq \operatorname{hang}_{\mathcal{D}}(v) \geq 0$ for every $v \in V(G) \backslash\left\{a_{4}\right\}$. Therefore, Definition 2(a) holds for $\mathcal{D}^{\prime}$. Moreover, $a_{3} b_{0} \notin M$ and if $a_{0} a_{1} \in M$, then, by Definition 2(a), we have $a_{0}=a_{1}+g+r$, and hence Definition 2(c) holds for $\mathcal{D}^{\prime}$. Thus, $\mathcal{D}^{\prime}$ is a complete decomposition such that $\tau\left(\mathcal{D}^{\prime}\right)=\tau(\mathcal{D})-1<\tau(\mathcal{D})$, a contradiction to the minimality of $\mathcal{D}$. Finally, by Lemma 4, we have $\mathrm{cv}_{2}\left(T_{1}\right)=\operatorname{aux}\left(T_{2}\right)$.


Figure 3.6: Exchange of edges between two elements of type A in the proof of Claim 2.

Now, let $T_{3} \in \mathcal{D} \backslash\left\{T_{1}, T_{2}\right\}$ be an element of type A , B , or C , and suppose, for a contradiction, that $T_{3}$ contains a hanging edge at $\mathrm{cv}_{2}\left(T_{2}\right)$. Since $\mathrm{cv}_{1}\left(T_{1}\right)=\operatorname{tr}\left(T_{2}\right)$ and $\mathrm{cv}_{2}\left(T_{1}\right)=\operatorname{aux}\left(T_{2}\right)$, we have $a_{3}=b_{4}, a_{5}=a_{2}=b_{1}$ and $b_{5}=b_{2}$. In what follows, we divide the proof according to the type of $T_{3}$.
$\mathbf{T}_{3}$ is of type A. Let $T_{3}=c_{0} c_{1} c_{2} c_{3} c_{4} c_{5}$, where $c_{2}=c_{5}$ and $c_{2} c_{3} \in M$. Since each vertex is incident to precisely one edge of $M$ we have $c_{3} \neq b_{2}=\mathrm{cv}_{2}\left(T_{2}\right)$. Therefore we have $\mathrm{cv}_{2}\left(T_{2}\right) \in\left\{c_{1}, c_{4}\right\}$. Suppose that $\mathrm{cv}_{2}\left(T_{2}\right)=c_{4}$. Thus, we have $b_{5}=b_{2}=c_{4}$. Put $T_{1}^{\prime}=a_{0} a_{1} a_{2} a_{4} a_{3} b_{5}, T_{2}^{\prime}=b_{0} b_{1} b_{4} b_{3} b_{2} c_{2}, T_{3}^{\prime}=b_{1} c_{4} c_{3} c_{2} c_{1} c_{0}$ (see Figure 3.7), and let $\mathcal{D}^{\prime}=\left(\mathcal{D} \backslash\left\{T_{1}, T_{2}, T_{3}\right\}\right) \cup\left\{T_{1}^{\prime}, T_{2}^{\prime}, T_{3}^{\prime}\right\}$. Note that $\mathcal{D}^{\prime}$ is a decomposition of $G$ into trails of length 5 . In what follows, we prove that $T_{1}^{\prime}, T_{2}^{\prime}$ and $T_{3}^{\prime}$ are all paths. By Lemma 3, $T_{1}^{\prime}$ is an element of type C. Since $G$ is simple, we have $c_{2} \notin\left\{b_{1}, b_{2}, b_{3}, b_{4}\right\}$
and $b_{1} \notin\left\{c_{2}, c_{3}, c_{4}\right\}$. By Lemma $2, b_{2} \neq a_{0}, c_{2} \neq b_{0}, b_{1} \neq c_{0}$. Therefore, $T_{2}^{\prime}$ is an element of type $D$. If $b_{1}=c_{1}$, then $b_{2} b_{1}$ and $c_{2} c_{1}$ are two green in-edges at $c_{1}$, a contradiction. Therefore, $T_{3}^{\prime}$ is an element of type $B$.

We claim that $\mathcal{D}^{\prime}$ is a complete decomposition. Analogously to the cases above, we have $\operatorname{hang}_{\mathcal{D}^{\prime}}(v) \geq \operatorname{hang}_{\mathcal{D}}(v) \geq 0$ for every $v \in V(G) \backslash\left\{a_{4}\right\}$. Therefore, Definition 2(a) holds for $\mathcal{D}^{\prime}$. Also, since $T_{1}^{\prime}, T_{2}^{\prime}$ and $T_{3}^{\prime}$ are of type $C, D$ and $B$, respectively, Definition 2(b) holds for $\mathcal{D}^{\prime}$. Moreover, none of the edges in $E\left(T_{1}\right) \cup E\left(T_{2}\right) \cup E\left(T_{3}\right)$ that may be in $M$ and is not an end edge of $T_{1}, T_{2}$, or $T_{3}$, namely $a_{0} a_{1}$ and $c_{0} c_{1}$, became an end edge of $T_{1}^{\prime}, T_{2}^{\prime}$, or $T_{3}^{\prime}$. Thus Definition 2(c) holds for $\mathcal{D}^{\prime}$. Thus, $\mathcal{D}^{\prime}$ is a complete decomposition such that $\tau\left(\mathcal{D}^{\prime}\right)=\tau(\mathcal{D})-1<\tau(\mathcal{D})$, a contradiction to the minimality of $\mathcal{D}$.


Figure 3.7: Exchange of edges between three elements of type A in the proof of Claim 2.

Thus, we may assume $\mathrm{cv}_{2}\left(T_{2}\right)=c_{1}$. This implies that $b_{5}=b_{2}=c_{1}$, and hence we have $b_{3}=b_{5}-r-g=c_{1}-g-r=c_{4}$. Put $T_{1}^{\prime}=a_{0} a_{1} a_{2} a_{4} a_{3} b_{2}, T_{2}^{\prime}=b_{0} b_{1} b_{4} b_{3} b_{2} c_{0}$, $T_{3}^{\prime}=b_{1} c_{1} c_{2} c_{3} c_{4} c_{2}$ (see Figure 3.8) and $\mathcal{D}^{\prime}=\left(\mathcal{D} \backslash\left\{T_{1}, T_{2}, T_{3}\right\}\right) \cup\left\{T_{1}^{\prime}, T_{2}^{\prime}, T_{3}^{\prime}\right\}$. Note that $\mathcal{D}^{\prime}$ is a decomposition of $G$ into trails of length 5 . Again, by Lemma 3, $T_{1}^{\prime}$ is an element of type C. We claim that $T_{2}^{\prime}, T_{3}^{\prime}$ are, respectively, of type D and A. Since $G$ is simple, $c_{0} \notin\left\{b_{1}, b_{2}, b_{3}, b_{4}\right\}$ and $b_{1} \notin\left\{c_{1}, c_{2}, c_{4}\right\}$. By Lemma 2 we have $c_{0} \neq b_{0}$. Therefore, $T_{2}^{\prime}$ is of type $D$. Finally, if $b_{1}=c_{3}$, then $a_{2} a_{1}$ and $c_{3} c_{4}$ are two green outedges at $c_{3}$, a contradiction. Therefore, $T_{3}^{\prime}$ is an element of type $A$. Analogously to the case above, $\mathcal{D}^{\prime}$ is a complete decomposition such that $\tau\left(\mathcal{D}^{\prime}\right)=\tau(\mathcal{D})-2<\tau(\mathcal{D})$, a contradiction to the minimality of $\mathcal{D}$.


Figure 3.8: Exchange of edges between three elements of type A in the proof of Claim 2.
$\mathbf{T}_{\mathbf{3}}$ is of type $\mathbf{B}$. Let $T_{3}=c_{0} c_{1} c_{2} c_{3} c_{4} c_{5}$ be an element of type B. Since $T_{3}$ contains a hanging edge on $\mathrm{cv}_{2}\left(T_{2}\right)=b_{2}$, we have $b_{2} \in\left\{c_{1}, c_{4}\right\}$. By symmetry we may assume $b_{2}=c_{1}$. Thus, put $T_{1}^{\prime}=a_{0} a_{1} a_{2} a_{4} a_{3} b_{2}, T_{2}^{\prime}=b_{0} b_{1} b_{4} b_{3} b_{2} c_{0}, T_{3}^{\prime}=b_{1} c_{1} c_{2} c_{3} c_{4} c_{5}$ (see Figure 3.9) and let $\mathcal{D}^{\prime}=\left(\mathcal{D} \backslash\left\{T_{1}, T_{2}, T_{3}\right\}\right) \cup\left\{T_{1}^{\prime}, T_{2}^{\prime}, T_{3}^{\prime}\right\}$. Note that $\mathcal{D}^{\prime}$ is a decomposition of $G$ into trails of length 5. Again, by Lemma 3, $T_{1}^{\prime}$ is an element of type C. We prove that $T_{2}^{\prime}$ and $T_{3}^{\prime}$ are all paths. Since $G$ is simple, we have $c_{0} \notin\left\{b_{1}, b_{2}, b_{3}, b_{4}\right\}$ and $b_{1} \notin\left\{c_{1}, c_{2}\right\}$. By Lemma 2, we have $c_{0} \neq b_{0}$ and $b_{1} \neq c_{5}$. Therefore, $T_{2}^{\prime}$ is an element of type $D$. Since $c_{4}=c_{3}+g$ and $b_{1}=c_{1}+g$, if $c_{4}=b_{1}$, then $c_{3}=c_{1}$, a contradiction. If $b_{1}=c_{3}$, then $a_{2} a_{1}$ and $c_{3} c_{4}$ are two green out-edges of $b_{1}$, a contradiction, and if $b_{1}=c_{4}$, then $c_{1} b_{1}$ and $c_{3} c_{4}$ are two green in-edges of $b_{1}$, again a contradiction. Therefore, $T_{3}^{\prime}$ is an element of type $B$. Analogously to the case above, $\mathcal{D}^{\prime}$ is a complete decomposition such that $\tau\left(\mathcal{D}^{\prime}\right)=\tau(\mathcal{D})-2<\tau(\mathcal{D})$, a contradiction to the minimality of $\mathcal{D}$.


Figure 3.9: Exchange of edges between two elements of type A and another element of type B in the proof of Claim 2.
$\mathbf{T}_{\mathbf{3}}$ is of type C. Let $T_{3}=c_{0} c_{1} c_{2} c_{3} c_{4} c_{5}$ be an element of type C , where $c_{3} c_{2} \in F_{r}$. This implies that $c_{4} c_{3} \in F_{g}$. Since $T_{3}$ contains a hanging edge on $\mathrm{cv}_{2}\left(T_{2}\right)=b_{2}$, we have $b_{2} \in\left\{c_{1}, c_{4}\right\}$. If $b_{2}=c_{4}$, then $c_{4} c_{3}$ and $b_{2} b_{1}$ are two green out-edges of $b_{2}$, a contradiction. Thus, we may assume $b_{2}=c_{1}$. Put $T_{1}^{\prime}=a_{0} a_{1} a_{2} a_{4} a_{3} b_{2}$, $T_{2}^{\prime}=b_{0} b_{1} b_{4} b_{3} b_{2} c_{0}, T_{3}^{\prime}=b_{1} c_{1} c_{2} c_{3} c_{4} c_{5}$ (see Figure 3.10) and let $\mathcal{D}^{\prime}=\left(\mathcal{D} \backslash\left\{T_{1}, T_{2}, T_{3}\right\}\right) \cup$ $\left\{T_{1}^{\prime}, T_{2}^{\prime}, T_{3}^{\prime}\right\}$. Note that $\mathcal{D}^{\prime}$ is a decomposition of $G$ into trails of length 5 . Again, by Lemma $3, T_{1}^{\prime}$ is an element of type C. We prove that $T_{2}^{\prime}$ and $T_{3}^{\prime}$ are all paths. Since $G$ is simple, $c_{0} \notin\left\{b_{1}, b_{2}, b_{3}, b_{4}\right\}$ and $b_{1} \notin\left\{c_{1}, c_{2}\right\}$. By Lemma 2, we have $c_{0} \neq b_{0}$ and $b_{1} \neq c_{5}$. Therefore, $T_{2}^{\prime}$ is an element of type $D$. Analogously to the case above, if $b_{1}=c_{3}$, then $b_{2} b_{1}$ and $c_{4} c_{3}$ are two green in-edges of $b_{1}$, a contradiction, and if $b_{1}=c_{4}$, then $a_{2} a_{1}$ and $c_{4} c_{3}$ are two green out-edges of $b_{1}$, again a contradiction. Therefore, $T_{3}^{\prime}$ is an element of type $C$. Once more, analogously to the cases above, $\mathcal{D}^{\prime}$ is a complete decomposition such that $\tau\left(\mathcal{D}^{\prime}\right)=\tau(\mathcal{D})-2<\tau(\mathcal{D})$, a contradiction to the minimality of $\mathcal{D}$.


Figure 3.10: Exchange of edges between two elements of type A and another element of type C in the proof of Claim 2.

Claim 3. There is no free element of type $A$.
Proof. Suppose, for a contradiction, that $\mathcal{D}$ contains a free element, say $T_{1}$, of type A. By Definition 2(a), there is a hanging edge $e_{2}$ on $\mathrm{cv}_{1}\left(T_{1}\right)$. Let $T_{2}$ be the element of $\mathcal{D}$ that contains $e_{2}$. By Claim $1, T_{2}$ is not of type $B$ or $C$, and since $M$ is a matching, $T_{2}$ is not of type $D$. Thus, $T_{2}$ is of type $A$. By Definition 2(a), there is a hanging edge $e_{3}$ on $\mathrm{Cv}_{2}\left(T_{2}\right)$. Let $T_{3}$ be the element of $\mathcal{D}$ that contains $e_{3}$. By Claim $2, T_{3}$ is of type $D$, which implies that there are two edges of $M$ incident to $\mathrm{Cv}_{2}\left(T_{2}\right)$, a contradiction.

Now, consider the auxiliary directed graph $D_{\mathcal{D}}$ in which $V\left(D_{\mathcal{D}}\right)=\mathcal{D}$ and $\left(T_{1}, T_{2}\right) \in A\left(D_{\mathcal{D}}\right)$ if and only if $\operatorname{tr}\left(T_{2}\right)=\operatorname{cv}_{i}\left(T_{1}\right)$ for some $i \in\{1,2\}$ (we ignore possible multiple edges). It is clear that the elements of type A in $\mathcal{D}$ are partitioned into A-chains if and only if $D_{\mathcal{D}}$ consists of vertex-disjoint directed cycles and isolated vertices. Note that if a vertex $u$ is a (primary or secondary) connection vertex of an element $T \in \mathcal{D}$, then $T$ is an element of type A and $u$ is incident to an edge in $M \cap E(T)$. Therefore, every vertex of $G$ is a connection vertex of at most one element of $\mathcal{D}$, and hence, by Claim 3 , every vertex of $D_{\mathcal{D}}$ has in-degree precisely 1 .

Note also that given two elements $T_{1}$ and $T_{2}$ we have $\operatorname{tr}\left(T_{1}\right) \neq \operatorname{tr}\left(T_{2}\right)$, otherwise there would be a vertex with two green in edges. This implies that every vertex of $D_{\mathcal{D}}$ has out-degree at most 2 . Now, if $T_{1}$ and $T_{2}$ are two elements of type A in $\mathcal{D}$ such that $\mathrm{cv}_{1}\left(T_{1}\right)=\operatorname{tr}\left(T_{2}\right)=u$, by Lemma 4, we have aux $\left(T_{2}\right)=\mathrm{cv}_{2}\left(T_{1}\right)$, which means that $E\left(T_{1}\right) \cup E\left(T_{2}\right)$ contains the five edges in $E(G)$ incident to $u$, and hence, no other element of $\mathcal{D}$ contains edges incident to $u$. This implies that every vertex of $D_{\mathcal{D}}$ has out-degree at most 1 , and hence $D_{\mathcal{D}}$ consists of vertex-disjoint directed cycles and isolated vertices as desired.

### 3.3 Admissible decompositions

In this section, we present a new decomposition invariant, which we call admissible decompositions, and conclude our proof. For that, we introduce an important object, the exceptional pair. Let $G$ be a $\{g, r\}$-graph, and let $\mathcal{D}$ be a decomposition of $G$ into trails of length 5 . We say that a pair $\left(T_{1}, T_{2}\right)$ of elements of $\mathcal{D}$ is an exceptional pair if $T_{1}$ and $T_{2}$ are elements of type $A$ and $C$, respectively, and can be written as $T_{1}=a_{0} a_{1} a_{2} a_{3} a_{4} a_{5}$ and $T_{2}=b_{0} b_{1} b_{2} b_{3} b_{4} b_{5}$ such that $a_{2} a_{3} \in M_{g, r}, a_{2}=a_{5}=b_{3}$, and $a_{2} a_{1}, a_{3} a_{4}, b_{2} b_{1}, b_{4} b_{3} \in F_{g}, a_{4} a_{5}, b_{3} b_{2}, b_{4} b_{5} \in F_{r}, a_{1} a_{0}, b_{1} b_{0} \in M_{g, r} \cup F_{g} \cup F_{r}$ (see Figure 3.11). Note that since $G$ is a simple graph, we have $b_{4} \neq a_{3}$. Also, if $2 g+2 r \neq 0$, then we have $b_{1} \neq a_{3}$. This yields the following remark.

Remark 1. If $G$ is a $\{g, r\}$-graph for which $2 g+2 r \neq 0$ and $\left(T_{1}, T_{2}\right)$ is an exceptional pair, then $T_{2}$ does not contain a hanging edge at $\operatorname{cv}\left(T_{1}\right)$.


Figure 3.11: An exceptional pair.

An open chain is a sequence $T_{0}, T_{1}, \ldots, T_{s-1}$ such that the following hold. (i) $T_{0}$ is a free element of type A; (ii) $T_{j}$ is an element of type A and $\operatorname{tr}\left(T_{j}\right)=\mathrm{cv}_{i}\left(T_{j-1}\right)$, $j \in\{0, \ldots, s-2\}$ and some $i \in\{1,2\}$; and (iii) $T_{s-1}$ is an element of type C such that $\left(T_{s-2}, T_{s-1}\right)$ is an exceptional pair. The next step of our proof requires the following variation of Definition 2.

Definition 3. We say that a decomposition $\mathcal{D}$ of $a\{g, r\}$-graph $G$ into trails of length 5 is admissible if the following hold.
(a) There is a hanging edge at every connection vertex, except possibly for at most one secondary connection vertex $\mathrm{cv}_{2}\left(T^{\prime}\right)$, and, in this case, there is an open chain $S=T_{0}, \ldots, T_{s-2}, T_{s-1}$ in $\mathcal{D}$, such that $T_{s-2}=T^{\prime}$;
(b) Every element in $\mathcal{D}$ is either a path or an element of type $A$;
(c) If $T \in \mathcal{D}$ can be written as $a_{0} a_{1} a_{2} a_{3} a_{4} a_{5}$ and $a_{0} a_{1} \in M$, then $a_{0}=a_{1}+g+r$;
(d) The elements of type $A$ in $\mathcal{D}$ are partitioned into $A$-chains and at most one open chain.

It is not hard to check that the decomposition given by Lemma 5 is an admissible decomposition. Therefore, every $\{g, r\}$-graph such that $2 g+2 r \neq 0$ admits an admissible decomposition. By performing some more exchanging of edges between the elements of same A-chain of an admissible decomposition, we can show that an admissible decomposition that minimizes its number of elements of type A is in fact a $P_{5}$-decomposition.

Theorem 3. Every $\{g, r\}$-graph for which $2 g+2 r \neq 0$ admits a $P_{5}$-decomposition.
Proof. Let $g$ and $r$ be as in the statement, let $G$ be a $\{g, r\}$-graph for which $2 g+2 r \neq$ 0 , and put $M=M_{g, r}$. By Lemma $5, G$ admits an admissible decomposition. Let $\mathcal{D}$ be an admissible decomposition of $G$ that minimizes $\tau(\mathcal{D})$. In what follows, we prove that $\tau(\mathcal{D})=0$. Suppose, for a contradiction, that $\tau(\mathcal{D})>0$. We divide that A-chains into three types, according to the connections between its elements. Given $i \in\{1,2\}$, we say that an A-chain $S=T_{0}, T_{1}, \ldots, T_{s-1}$ is of type $i$ if $\operatorname{tr}\left(T_{j}\right)=\mathrm{cv}_{i}\left(T_{j-1}\right)$ for every $j \in\{0, \ldots, s-1\}$; and we say that $S$ is a mixed A-chain if $S$ is not of type 1 or 2 .

Analogously to the proof of Lemma 5 , in each step, we exchange edges between some elements of $\mathcal{D}$ and obtain an admissible decomposition $\mathcal{D}^{\prime}$ into trails of length five such that $\tau\left(\mathcal{D}^{\prime}\right)<\tau(\mathcal{D})$, which is a contradiction to the minimality of $\mathcal{D}$. To check that $\mathcal{D}^{\prime}$ is an admissible decomposition, we observe the four following items: (i) The only vertex that has a hanging edge of $\mathcal{D}$ but does not have a hanging edge of $\mathcal{D}^{\prime}$ is the secondary connection vertex of an element $T_{1}$ of type A, and in this case there is an element $T_{2}$ of type $C$ such that $\left(T_{1}, T_{2}\right)$ is an exceptional pair, and hence Definition 3 (a) holds for $\mathcal{D}^{\prime}$; (ii) every element of $\mathcal{D}^{\prime}$ that is not an element of $\mathcal{D}$, i.e., the elements involved in the exchange of edges, is a path or an element of type A, and hence 3 (b) holds for $\mathcal{D}^{\prime}$; (iii) every edge $u v \in M$ in the elements considered that can be viewed as an end edge in $\mathcal{D}^{\prime}$ (some elements may be expressed by more than two trails) either can be viewed as end edges in $\mathcal{D}$ or is obtained from an element of type A and satisfies $u=v+g+r$, and hence Definition 3(c) holds for $\mathcal{D}^{\prime}$; (iv) either an open chain is reduced by one element, an A-chain is converted into an open chain, or all the elements of an A-chain are replaced by paths of length 5 .

Claim 4. Every $A$-chain in $\mathcal{D}$ is mixed.
Proof. Suppose, for a contradiction, that there is an A-chain $S=T_{0}, T_{1}, \ldots, T_{s-1}$ of type 1 or 2 . Let $T_{j}=a_{0, j} a_{1, j} a_{2, j} a_{3, j} a_{4, j} a_{5, j}$, where $a_{5, j}=a_{2, j}, a_{2, j} a_{3, j} \in M$, $a_{1, j} a_{0, j}, a_{3, j} a_{4, j} \in F_{g}, a_{4, j} a_{2, j} \in F_{r}$ and $a_{2, j} a_{1, j} \in M \cup F_{g} \cup F_{r}$. For $i \in\{1,2,3,4,5\}$, the edge $a_{i-1, j} a_{i, j}$ is called the $i$-th edge of $T_{j}$. In what follows, we divide the proof according to the type of $S$.
S is of type 1. Since $S$ is of type 1 , for each $j=0, \ldots, s-1$, we have $a_{3, j}=$ $\mathrm{cv}_{1}\left(T_{j}\right)=\operatorname{tr}\left(T_{j+1}\right)=a_{4, j+1}$, and hence, by Lemma 4, we have $a_{2, j}=\operatorname{cv}_{2}\left(T_{j}\right)=$
$\operatorname{aux}\left(T_{j+1}\right)=a_{1, j+1}$. Now, for each $j=0, \ldots, s-1$, let $T_{j}^{\prime}=a_{2, j+1} a_{3, j} a_{4, j} a_{1, j} a_{2, j} a_{0, j+1}$ (see Figure 3.12). Note that $T_{j}^{\prime}=T_{j}-a_{1, j} a_{0, j}+a_{1, j+} a_{0, j+1}-a_{2, j} a_{3, j}+a_{2, j-1} a_{3, j-1}-$ $a_{4, j} a_{2, j}+a_{4, j+1} a_{2, j+1}$. More specifically, we have $a_{2, j+1} a_{3, j}=a_{4, j+1} a_{5, j+1}$ is the 5 -th edge of $T_{j+1} ; a_{3, j} a_{4, j}$ is the 4-th edge of $T_{j} ; a_{4, j} a_{1, j}=a_{2, j-1} a_{3, j-1}$ is the 3rd edge of $T_{j-1} ; a_{1, j} a_{2, j}$ is the 2nd edge of $T_{j} ; a_{2, j} a_{0, j+1}=a_{1, j+1} a_{0, j+1}$ is the 1st edge of $T_{j+1}$. Clearly, $T_{j}^{\prime}$ is a trail of length 5 . Moreover, since, for each $i \in\{1,2,3,4,5\}$, the element $T_{j}^{\prime}$ contains the $i$-th edge of an element of $S$, and, if $j \neq j^{\prime}$, the elements $T_{j}^{\prime}$ and $T_{j^{\prime}}^{\prime}$ contain the $i$-th edge of different elements of $S$, the set $\mathcal{D}^{\prime}=\left(\mathcal{D} \backslash\left\{T_{j}: j=\right.\right.$ $0, \ldots, s-1\}) \cup\left\{T_{j}^{\prime}: j=0, \ldots, s-1\right\}$ is a decomposition of $G$ into trails of length 5. We may regard $\mathcal{D}^{\prime}$ as the decomposition obtained by reversing the direction of two components of $F_{g}$, namely, the green edges in $S$, and applying the same strategy used in Proposition 3.

In order to prove that $T_{j}^{\prime}$ is a path, we show that $a_{2, j+1}, a_{0, j+1} \notin$ $\left\{a_{3, j}, a_{4, j}, a_{1, j}, a_{2, j}\right\}$. Note that, since, for each $j \in\{0, \ldots, s-1\}, T_{j}$ is a path, we have $a_{i, j} \neq a_{i^{\prime}, j}$ for every $i \neq i^{\prime}$. Since $G$ is a simple graph, we have $a_{2, j+1} \notin\left\{a_{3, j}, a_{4, j}, a_{2, j}\right\}$ and $a_{0, j+1} \notin\left\{a_{3, j}, a_{4, j}, a_{1, j}, a_{2, j}\right\}$; and if $a_{2, j+1}=a_{1, j}$, then $a_{4, j+1} a_{2, j+1}$ and $a_{4, j-1,}, a_{2, j-1}$ are two distinct red in-edges of $a_{1, j}$, a contradiction.


Figure 3.12: Exchange of edges between the elements an A-chain of type 1 with five elements in the proof of Claim 4.

We claim that $\mathcal{D}^{\prime}$ is an admissible decomposition. Indeed, the only vertices of the elements of $S$ that can be connection vertices of elements in $\mathcal{D}^{\prime}$ are the vertices $a_{0, j}$, for $j=0, \ldots, s-1$. But a hanging edge at a vertex $a_{0, j}$ is in $T_{j^{\prime}} \in \mathcal{D}$ if and only if $a_{0, j}=a_{3, j^{\prime}}$ for some $j^{\prime} \neq j$, and, in this case $a_{3, j^{\prime}}$ is not a connection vertex in $\mathcal{D}^{\prime}$ because all edges incident to it are in elements of $\left\{T_{j}^{\prime}: j=0, \ldots, s-1\right\}$. Therefore, Definition 3(a) holds for $\mathcal{D}^{\prime}$. Moreover, since $T_{j}^{\prime}$ is a path, for $j=0, \ldots, s-1$, Definition 3(b) holds for $\mathcal{D}^{\prime}$. Also, every edge of $M$ in an element of $S$ is the middle edge of an element $T_{j}^{\prime}$, for some $j \in\{0, \ldots, s-1\}$, and hence Definition 3(c) holds for $\mathcal{D}^{\prime}$. Finally, $\mathcal{D}$ and $\mathcal{D}^{\prime}$ have the same number of open chain, and hence Definition 3(d) holds for $\mathcal{D}^{\prime}$. Therefore, $\mathcal{D}^{\prime}$ is an admissible decomposition of $G$ such
that $\tau\left(\mathcal{D}^{\prime}\right)=\tau(\mathcal{D})-s$, a contradiction to the minimality of $\mathcal{D}$.
S is of type 2. Since $S$ is of type 2, for each $j=0, \ldots, s-1$, we have $a_{2, j}=\operatorname{cv}_{2}\left(T_{j}\right)=$ $\operatorname{tr}\left(T_{j+1}\right)=a_{4, j+1}$. Now, for each $j=0, \ldots, s-1$, let $T_{j}^{\prime}=a_{0, j} a_{1, j} a_{2, j} a_{3, j} a_{4, j} a_{4, j-1}$ (see Figure 3.13). Clearly, $T_{j}^{\prime}$ is a trail of length 5 . Note that $T_{j}^{\prime}=T_{j}-a_{4, j} a_{2, j}+$ $a_{4, j-1} a_{2, j-1}$, i.e., $T_{j}^{\prime}$ is the element obtained from $T_{j}$ by exchanging its 5 -th edge by the 5 -th edge of $T_{j-1}$. Thus, the set $\mathcal{D}^{\prime}=\left(\mathcal{D} \backslash\left\{T_{j}: j=0, \ldots, s-1\right\}\right) \cup\left\{T_{j}^{\prime}: j=\right.$ $0, \ldots, s-1\}$ is a decomposition of $G$ into trails of length 5 . We may regard $\mathcal{D}^{\prime}$ as the decomposition obtained by reversing the direction of one component of $F_{r}$ and applying the same strategy used in Proposition 3. In order to prove that $T_{j}^{\prime}$ is a path, we show that $a_{4, j-1} \notin\left\{a_{0, j}, a_{1, j}, a_{2, j}, a_{3, j}, a_{4, j}\right\}$. Note that, since, for each $j \in\{0, \ldots, s-1\}, T_{j}$ is a path, we have $a_{i, j} \neq a_{i^{\prime}, j}$ for every $i \neq i^{\prime}$. Since $G$ is a simple graph, we have $a_{4, j-1} \notin\left\{a_{2, j}, a_{3, j}, a_{4, j}\right\}$; also, by Lemma 2, we have $a_{4, j-1} \neq a_{0, j}$; and if $a_{4, j-1}=a_{1, j}$, then $a_{2, j} a_{1, j}$ and $a_{3, j-1} a_{4, j-1}$ are two distinct green in-edges of $a_{4, j-1}$, a contradiction.


Figure 3.13: Exchange of edges between the elements an A-chain of type 2 with five elements in the proof of Claim 4.

We claim that $\mathcal{D}^{\prime}$ is an admissible decomposition. Indeed, the only vertices that have hanging edges in $\mathcal{D}$ and may not have hanging edges in $\mathcal{D}^{\prime}$ are the vertices $a_{3, j}$ and $a_{4, j}=a_{2, j-1}$, for $j=0, \ldots, s-1$, but these vertices are connection vertices of the elements in $S$, and hence can't be connection vertices of elements in $\mathcal{D}^{\prime}$. Therefore, Definition 3(a) holds for $\mathcal{D}^{\prime}$. Moreover, since $T_{j}^{\prime}$ is a path, for $j=0, \ldots, s-1$, Definition 3(b) holds for $\mathcal{D}^{\prime}$. Also, every edge of $M$ in an element of $S$ is either the middle edge or an end edge of an element $T_{j}^{\prime}$, for some $j \in\{0, \ldots, s-1\}$, and hence Definition $3(\mathrm{c})$ holds for $\mathcal{D}^{\prime}$. Finally, $\mathcal{D}$ and $\mathcal{D}^{\prime}$ have the same number of open chain, and hence Definition $3(\mathrm{~d})$ holds for $\mathcal{D}^{\prime}$. Therefore, $\mathcal{D}^{\prime}$ is an admissible decomposition of $G$ such that $\tau\left(\mathcal{D}^{\prime}\right)=\tau(\mathcal{D})-s$, a contradiction to the minimality of $\mathcal{D}$.

Claim 5. Every A-chain contains at least four elements
Proof. Let $S$ be an A-chain in $\mathcal{D}$ with at most three elements. First, note that if $S$ contains two elements, then $G$ contains a parallel edge, a contradiction. Therefore,
we may assume that $S$ contains three elements $T_{1}, T_{2}$ and $T_{3}$. By Claim 4, we may assume $\operatorname{tr}\left(T_{1}\right)=\mathrm{cv}_{2}\left(T_{3}\right), \operatorname{tr}\left(T_{2}\right)=\mathrm{cv}_{1}\left(T_{1}\right)$ and $\operatorname{tr}\left(T_{3}\right)=\mathrm{cv}_{i}\left(T_{2}\right)$, for $i \in\{1,2\}$. In what follows, we divide the proof depending on whether $i=1$ or $i=2$.

Let $T_{1}=a_{0} a_{1} a_{2} a_{3} a_{4} a_{5}, T_{2}=b_{0} b_{1} b_{2} b_{3} b_{4} b_{5}$ and $T_{3}=c_{0} c_{1} c_{2} c_{3} c_{4} c_{5}$ be the elements of $S$ where $a_{4}=\operatorname{tr}\left(T_{1}\right)=\mathrm{cv}_{2}\left(T_{3}\right)=c_{2}, b_{4}=\operatorname{tr}\left(T_{2}\right)=\mathrm{cv}_{1}\left(T_{1}\right)=a_{3}$ and $c_{4}=\operatorname{tr}\left(T_{3}\right)=$ $\mathrm{cv}_{i}\left(T_{2}\right)$.
Case $\mathbf{i}=1$. In this case, $c_{4}=\operatorname{tr}\left(T_{3}\right)=\mathrm{cv}_{1}\left(T_{2}\right)=b_{3}$. Since $b_{3}=c_{4}$, we have $b_{2}=c_{1}$ and $c_{0}=a_{1}$. Put $T_{1}^{\prime}=a_{0} a_{1} a_{2} a_{3} a_{4} c_{1}, T_{2}^{\prime}=b_{0} b_{1} b_{2} b_{4} b_{3} c_{2}, T_{3}^{\prime}=c_{0} c_{1} c_{4} c_{3} c_{2} a_{2}$ and $\mathcal{D}^{\prime}=\left(\mathcal{D} \backslash\left\{T_{1}, T_{2}, T_{3}\right\}\right) \cup\left\{T_{1}^{\prime}, T_{2}^{\prime}, T_{3}^{\prime}\right\}$. Note that $\mathcal{D}^{\prime}$ is a decomposition of $G$ into trails of length 5 . We claim that $T_{1}^{\prime}, T_{2}^{\prime}$ and $T_{3}^{\prime}$ are all paths. By Lemma 3, $T_{2}^{\prime}$ is a path. Since $G$ is simple, $c_{1} \notin\left\{a_{2}, a_{3}, a_{4}\right\}$ and $a_{2} \notin\left\{c_{1}, c_{2}, c_{3}, c_{4}\right\}$. By Lemma 2, we have $c_{1} \neq a_{0}$ and $a_{2} \neq c_{0}$. Therefore, $T_{3}^{\prime}$ is of type a path. Finally, if $c_{1}=a_{1}$, then $c_{2} c_{1}$ and $a_{2} a_{1}$ are two green out-edges at $a_{1}$, a contradiction. Therefore, $T_{1}^{\prime}$ is a path.

To check that $\mathcal{D}^{\prime}$ is an admissible decomposition first note that $\operatorname{hang}_{\mathcal{D}^{\prime}}\left(\mathrm{cv}_{i}\left(T_{j}\right)\right) \geq$ $\operatorname{hang}_{\mathcal{D}}\left(\operatorname{cv}_{i}\left(T_{j}\right)\right)$ for every trail $T_{j} \in \mathcal{D}^{\prime}$. Thus, definition $3(\mathrm{a})$ holds for $\mathcal{D}$. As seen above, the new elements are all paths. Thus, definition 3(b) holds. Since $\mathcal{D}$ is admissible and the new elements are paths, the elements of type A are still partitioned into A-chains. Thus, $3(\mathrm{~d})$ holds for $\mathcal{D}^{\prime}$. Also, since $T_{1}$ is an element of type A, we have $a_{2}=a_{3}+g+r$, and hence Definition 3(c) holds for $\mathcal{D}^{\prime}$. Therefore, $\mathcal{D}^{\prime}$ is an admissible decomposition of $G$ such that $\tau\left(\mathcal{D}^{\prime}\right)=\tau(\mathcal{D})-3$, a contradiction to the minimality of $\mathcal{D}$.


Figure 3.14: Exchange performed in the proof of Claim 5 in the case $\operatorname{tr}\left(T_{3}\right)=\mathrm{cv}_{1}\left(T_{2}\right)$.

Case $\mathbf{i}=2$. In this case, $c_{4}=\operatorname{tr}\left(T_{3}\right)=\operatorname{cv}_{2}\left(T_{2}\right)=b_{2}$. Put $T_{1}^{\prime}=a_{0} a_{1} a_{2} a_{4} a_{3} b_{5}$, $T_{2}^{\prime}=b_{0} b_{1} b_{4} b_{3} b_{2} c_{2}, T_{3}^{\prime}=c_{0} c_{1} c_{2} c_{3} c_{4} b_{1}$ and let $\mathcal{D}^{\prime}=\left(\mathcal{D} \backslash\left\{T_{1}, T_{2}, T_{3}\right\}\right) \cup\left\{T_{1}^{\prime}, T_{2}^{\prime}, T_{3}^{\prime}\right\}$. Note that $\mathcal{D}^{\prime}$ is a decomposition of $G$ into trails of length 5 . In what follows, we prove that $T_{1}^{\prime}, T_{2}^{\prime}$ and $T_{3}^{\prime}$ are all paths. By Lemma $3, T_{1}^{\prime}$ is a path. Since $G$ is simple, we have $c_{2} \notin\left\{b_{1}, b_{2}, b_{3}, b_{4}\right\}$ and $b_{1} \notin\left\{c_{2}, c_{3}, c_{4}\right\}$. By Lemma $2, b_{2} \neq a_{0}, c_{2} \neq b_{0}, b_{1} \neq c_{0}$. Therefore, $T_{2}^{\prime}$ is a path. If $b_{1}=c_{1}$, then $b_{2} b_{1}$ and $c_{2} c_{1}$ are two green in-edges at $c_{1}$, a contradiction. Therefore, $T_{3}^{\prime}$ is also a path.

To check that $\mathcal{D}^{\prime}$ is an admissible decomposition first note that $\operatorname{hang}_{\mathcal{D}^{\prime}}\left(\mathrm{cv}_{i}\left(T_{j}\right)\right) \geq$
$\operatorname{hang}_{\mathcal{D}}\left(\operatorname{cv}_{i}\left(T_{j}\right)\right)$ for every trail $T_{j} \in \mathcal{D}^{\prime}$. Thus, definition 3(a) holds for $\mathcal{D}$. As seen above, the new elements are all paths. Thus, definition 3(b) holds. Since $\mathcal{D}$ is admissible and the new elements are paths, the elements of type A are still partitioned into A-chains. Thus, 3(d) holds for $\mathcal{D}^{\prime}$. Also, since $T_{1}$ and $T_{3}$ are elements of type A, we have $a_{2}=a_{3}+g+r$, and hence Definition 3(c) holds for $\mathcal{D}^{\prime}$. Therefore, $\mathcal{D}^{\prime}$ is an admissible decomposition of $G$ such that $\tau\left(\mathcal{D}^{\prime}\right)=\tau(\mathcal{D})-3$, a contradiction to the minimality of $\mathcal{D}$.


Figure 3.15: Exchange performed in the proof of Claim 5 in the case $\operatorname{tr}\left(T_{3}\right)=\mathrm{cv}_{2}\left(T_{2}\right)$

Claim 6. $\mathcal{D}$ contains an open chain.
Proof. Suppose, for a contradiction, that there is no open chain in $\mathcal{D}$. Since $\tau(\mathcal{D})>$ $0, \mathcal{D}$ contains an A-chain $S=T_{0}, T_{1}, \ldots, T_{s-1}$. By Claim $4, S$ is a mixed A-chain. Then we can find three consecutive elements in $S$, say $T_{j}, T_{j+1}, T_{j+2}$, such that $\mathrm{cv}_{2}\left(T_{j}\right)=\operatorname{tr}\left(T_{j+1}\right)$ and $\mathrm{cv}\left(T_{j+1}\right)=\operatorname{tr}\left(T_{j+2}\right)$. Since $S$ is cyclic, i.e., $\operatorname{tr}\left(T_{0}\right)=\mathrm{cv}_{i}\left(T_{s-1}\right)$, for some $i \in\{1,2\}$, we may suppose, without loss of generality, that $j=0$. By Claim 5, there is an element $T_{3} \in \mathcal{D}$ such that $\operatorname{tr}\left(T_{3}\right)=\operatorname{cv}_{i}\left(T_{2}\right)$, for some $i \in\{1,2\}$. In what follows, the proof is divided according to $i$. Let $T_{0}=a_{0} a_{1} a_{2} a_{3} a_{4} a_{5}, T_{1}=$ $b_{0} b_{1} b_{2} b_{3} b_{4} b_{5}, T_{2}=c_{0} c_{1} c_{2} c_{3} c_{4} c_{5}$, and $T_{3}=d_{0} d_{1} d_{2} d_{3} d_{4} d_{5}$, where $a_{5}=a_{2}, b_{5}=b_{2}$, $c_{5}=c_{2}, d_{5}=d_{2}$, and $a_{2} a_{3}, b_{2} b_{3}, c_{2} c_{3}, d_{2} d_{3} \in M$. By the choice of $T_{0}, T_{1}$, and $T_{2}$, we have $b_{4}=\operatorname{tr}\left(T_{1}\right)=\mathrm{cv}_{2}\left(T_{0}\right)=a_{2}, c_{4}=\operatorname{tr}\left(T_{2}\right)=\mathrm{cv}_{1}\left(T_{1}\right)=b_{3}$. The exchanges of edges performed here are analogous to the exchanges performed on the proof of Claim 2 of Lemma 5 for elements of type A.

Case $\operatorname{tr}\left(\mathbf{T}_{\mathbf{3}}\right)=\mathrm{cv}_{\mathbf{1}}\left(\mathbf{T}_{\mathbf{2}}\right)$. In this case, we have $d_{4}=c_{3}$ and, by Lemma 4, $d_{2}=c_{1}$. Put $T_{1}^{\prime}=b_{0} b_{1} b_{2} b_{4} b_{3} c_{2}, T_{2}^{\prime}=c_{0} c_{1} c_{4} c_{3} c_{2} d_{0}, T_{3}^{\prime}=c_{1} d_{1} d_{2} d_{3} d_{4} d_{2}$ (see Figure 3.16), and let $\mathcal{D}^{\prime}=\left(\mathcal{D} \backslash\left\{T_{1}, T_{2}, T_{3}\right\}\right) \cup\left\{T_{1}^{\prime}, T_{2}^{\prime}, T_{3}^{\prime}\right\}$. Note that $\mathcal{D}^{\prime}$ is a decomposition of $G$ into trails of length 5. By Lemma 3, $T_{1}^{\prime}$ is an element of type C. In what follows, we prove that $T_{2}^{\prime}$ is a path and $T_{3}^{\prime}$ is an element of type A. Since $G$ is simple, we have $d_{0} \notin\left\{c_{1}, c_{2}, c_{3}, c_{4}\right\}$, and $c_{1} \notin\left\{d_{1}, d_{2}, d_{4}\right\}$. By Lemma $2, d_{0} \neq c_{0}$, and hence, $T_{2}^{\prime}$ is a path. If $c_{1}=d_{3}$, then $b_{2} b_{3}$ and $d_{2} d_{3}$ are two edges of $M$ incident to $c_{1}$, a contradiction. Therefore, $T_{3}^{\prime}$ is an element of type A.


Figure 3.16: Exchange performed in the proof of Claim 6 in the case $\operatorname{tr}\left(T_{3}\right)=\operatorname{cv}_{1}\left(T_{2}\right)$

To check that $\mathcal{D}^{\prime}$ is an admissible decomposition first note that $\operatorname{hang}_{\mathcal{D}^{\prime}}(v) \geq$ $\operatorname{hang}_{\mathcal{D}}(v)$ for every $v \in V(G) \backslash\left\{a_{2}\right\}$. Note also that $b_{4} b_{2}$ is a hanging edge at $a_{2}$ in $\mathcal{D}$ but not in $\mathcal{D}^{\prime}$. However, $\left(T_{1}, T_{2}^{\prime}\right)$ is an exceptional pair. Thus, since $c_{3}$ is not a connection vertex in $\mathcal{D}^{\prime}$, the element $T_{3}^{\prime}$ is free. Therefore, $S^{\prime}=T_{3}^{\prime}, \ldots T_{s-1} T_{1} T_{2}^{\prime}$ is an open chain, and hence Definition 3(a) holds for $\mathcal{D}^{\prime}$. Since, $T_{1}^{\prime}$ and $T_{2}^{\prime}$ are paths and $T_{3}^{\prime}$ is an element of type A, Definition 3(b) holds for $\mathcal{D}^{\prime}$. Since no edge of $M$ that is not a hanging edge in $\mathcal{D}$ is a hanging edge in $\mathcal{D}^{\prime}$, Definition 3(c) holds for $\mathcal{D}^{\prime}$. Finally, note that an element $T$ of type A in $\mathcal{D} \backslash\left\{T_{1}, T_{2}, T_{3}\right\}$ is either in an A-chain of $\mathcal{D}$ different from $S$, which implies that $T$ is in an A-chain of $\mathcal{D}^{\prime}$, or is in $S$, which implies that $T$ is in $S^{\prime}$. Thus, Definition 3(d) holds for $\mathcal{D}^{\prime}$. Therefore, $\mathcal{D}^{\prime}$ is an admissible decomposition of $G$ such that $\tau\left(\mathcal{D}^{\prime}\right)=\tau(\mathcal{D})-2$, a contradiction to the minimality of $\mathcal{D}$.
Case $\operatorname{tr}\left(\mathbf{T}_{\mathbf{3}}\right)=\mathrm{cv}_{\mathbf{2}}\left(\mathbf{T}_{\mathbf{2}}\right)$. In this case, we have $d_{4}=c_{2}$. Put $T_{1}^{\prime}=b_{0} b_{1} b_{2} b_{4} b_{3} c_{2}, T_{2}^{\prime}=$ $c_{0} c_{1} c_{4} c_{3} c_{2} d_{2}, T_{3}^{\prime}=c_{1} d_{4} d_{3} d_{2} d_{1} d_{0}$ (see Figure 3.17), and let $\mathcal{D}^{\prime}=\left(\mathcal{D} \backslash\left\{T_{1}, T_{2}, T_{3}\right\}\right) \cup$ $\left\{T_{1}^{\prime}, T_{2}^{\prime}, T_{3}^{\prime}\right\}$. Note that $\mathcal{D}^{\prime}$ is a decomposition of $G$ into trails of length 5. By Lemma 3, $T_{1}^{\prime}$ is an element of type C. In what follows, we prove that $T_{2}^{\prime}$ and $T_{3}^{\prime}$ are paths. Since $G$ is simple, we have $d_{2} \notin\left\{c_{1}, c_{2}, c_{3}, c_{4}\right\}$, and $c_{1} \notin\left\{d_{2}, d_{3}, d_{4}\right\}$. By Lemma $2, d_{2} \neq c_{0}$, and $c_{1} \neq d_{0}$. Therefore, $T_{2}^{\prime}$ is a path. If $c_{1}=d_{1}$, then $d_{2} d_{1}$ and $c_{2} c_{1}$ are two green in edges of $c_{1}$. Therefore, $T_{3}^{\prime}$ is a path.


Figure 3.17: Exchange performed in the proof of Claim 6 in the case $\operatorname{tr}\left(T_{3}\right)=\mathrm{cv}_{2}\left(T_{2}\right)$

To check that $\mathcal{D}^{\prime}$ is an admissible decomposition first note that $\operatorname{hang}_{\mathcal{D}^{\prime}}(v) \geq$ $\operatorname{hang}_{\mathcal{D}}(v)$ for every $v \in V(G) \backslash\left\{a_{2}\right\}$. Note also that $b_{4} b_{2}$ is a hanging edge at $a_{2}$ in
$\mathcal{D}$ but not in $\mathcal{D}^{\prime}$. However, $\left(T_{1}, T_{2}^{\prime}\right)$ is an exceptional pair. Thus, since $d_{2}$ and $d_{3}$ are not connection vertices in $\mathcal{D}^{\prime}$, the element $T_{4}$ (or $T_{1}$, if $s=4$ ) is free. Therefore, $S^{\prime}=T_{4}, \ldots T_{s-1} T_{1} T_{2}^{\prime}$ is an open chain, and hence Definition 3(a) holds for $\mathcal{D}^{\prime}$. Since, $T_{1}^{\prime}, T_{2}^{\prime}$ and $T_{3}^{\prime}$ are paths, Definition 3(b) holds for $\mathcal{D}^{\prime}$. Since no edge of $M$ that is not a hanging edge in $\mathcal{D}$ is a hanging edge in $\mathcal{D}^{\prime}$, Definition 3(c) holds for $\mathcal{D}^{\prime}$. Finally, note that an element $T$ of type A in $\mathcal{D} \backslash\left\{T_{1}, T_{2}, T_{3}\right\}$ is either in an A-chain of $\mathcal{D}$ different from $S$, which implies that $T$ is in an A-chain of $\mathcal{D}^{\prime}$, or is in $S$, which implies that $T$ is in $S^{\prime}$. Thus, Definition $3(\mathrm{~d})$ holds for $\mathcal{D}^{\prime}$. Therefore, $\mathcal{D}^{\prime}$ is an admissible decomposition of $G$ such that $\tau\left(\mathcal{D}^{\prime}\right)=\tau(\mathcal{D})-3$, a contradiction to the minimality of $\mathcal{D}$.

Let $S=T_{0}, T_{1}, \ldots, T_{s-1}$ be an open chain in $\mathcal{D}$. Let $T_{j}=a_{0, j} a_{1, j} a_{2, j} a_{3, j} a_{4, j} a_{5, j}$, for $j \in\{0, \ldots, s-1\}$, where $a_{2, j} a_{3, j} \in M$ and $a_{5, j}=a_{2, j}$ for $j \in\{0, \ldots, s-2\}$.

Claim 7. $T_{1}$ is an element of type $A$ and $\operatorname{tr}\left(T_{1}\right)=\operatorname{cv}_{1}\left(T_{0}\right)$.
Proof. Suppose, for a contradiction, that $T_{1}$ is not an element of type A or $\operatorname{tr}\left(T_{1}\right)=$ $\mathrm{cv}_{2}\left(T_{0}\right)$. We claim that $T_{1}$ does not contain a hanging edge at $\mathrm{cv}_{1}\left(T_{0}\right)$. Indeed, if $T_{1}$ is not an element of type A, then, by the definition of open chain, $T_{1}$ is an element of type C , and hence, by Remark $1, T_{1}$ does not have a hanging edge at $\mathrm{cv}_{1}\left(T_{0}\right)$; and if $T_{1}$ is an element of type A for which $\operatorname{tr}\left(T_{1}\right)=\mathrm{cv}_{2}\left(T_{0}\right)$, then we have $a_{4,1}=\operatorname{tr}\left(T_{1}\right)=\operatorname{cv}_{2}\left(T_{0}\right)=a_{2,0}$, and hence, if $a_{1,1}=a_{3,0}$, then we have $a_{4,1}+r+g=a_{1,1}=a_{3,0}=a_{2,0}-r-g$, which implies that $2 g+2 r=0$, a contradiction. Therefore, $T_{1}$ does not contain a hanging edge at $\mathrm{cv}_{1}\left(T_{0}\right)$.

However, by Definition 3(a), there is a hanging edge at $\mathrm{cv}_{1}\left(T_{0}\right)$. Thus, let $T=$ $u_{0} u_{1} u_{2} u_{3} u_{4} u_{5}$ be an element of $\mathcal{D} \backslash\left\{T_{0}, T_{1}\right\}$ that contains a hanging edge, say $u_{1} u_{0}$, at $\mathrm{cv}_{1}\left(T_{0}\right)$. Note that all the edges incident to $a_{2,0}$ are in $E\left(T_{0}\right) \cup E\left(T_{1}\right)$. Let $T_{0}^{\prime}=$ $a_{0,0} a_{1,0} a_{2,0} a_{4,0} a_{3,0} u_{0}$ and $T^{\prime}=a_{2,0} u_{1} u_{2} u_{3} u_{4} u_{5}$ and put $\mathcal{D}^{\prime}=\left(\mathcal{D} \backslash\left\{T_{0}, T^{\prime}\right\}\right) \cup\left\{T_{0}^{\prime}, T^{\prime}\right\}$. By Lemma $3, T_{0}^{\prime}$ is a path; and since all the edges incident to $a_{2,0}$ are in $E\left(T_{0}\right) \cup E\left(T_{1}\right)$, we have $a_{2,0} \notin\left\{u_{1}, u_{2}, u_{3}, u_{4}, u_{5}\right\}$, and hence if $T$ is a path (resp. an element of type A), then $T^{\prime}$ is a path (resp. an element of type A). Thus Definition 3(b) holds for $\mathcal{D}^{\prime}$.

To check that $\mathcal{D}^{\prime}$ is an admissible decomposition first note that $\operatorname{hang}_{\mathcal{D}^{\prime}}(v) \geq$ $\operatorname{hang}_{\mathcal{D}}(v)$ for every $v \in V(G) \backslash\left\{a_{4,0}\right\}$. Thus, since $T_{0}$ is a free element, $a_{4,0}$ is not a connection vertex in $\mathcal{D}$, and hence $a_{4,0}$ is not a connection vertex in $\mathcal{D}^{\prime}$. Note also that $T_{1}$ is either an element of type C or a free element of type A , and hence $S^{\prime}=T_{1}, \ldots, T_{s-1}$ is an open chain. Thus, Definition 3(a) holds for $\mathcal{D}^{\prime}$. Also, since $T_{0}$ is an element of type A, we have $a_{2,0}=a_{3,0}+g+r$, and hence Definition 3(c) holds for $\mathcal{D}^{\prime}$. Finally, note that an element $T$ of type A in $\mathcal{D} \backslash\left\{T_{0}\right\}$ is either in an A-chain of $\mathcal{D}$ different from $S$, which implies that $T$ is in an A-chain of $\mathcal{D}^{\prime}$, or is in $S$, which implies that $T$ is in $S^{\prime}$. Thus, Definition 3(d) holds for $\mathcal{D}^{\prime}$. Therefore, $\mathcal{D}^{\prime}$
is an admissible decomposition of $G$ such that $\tau\left(\mathcal{D}^{\prime}\right)=\tau(\mathcal{D})-1$, a contradiction to the minimality of $\mathcal{D}$.

By Claim 7, we have $s \geq 3$, and hence, there is an element $T_{2}$ in $S$. Note that, by Lemma 4, since $\operatorname{tr}\left(T_{1}\right)=\mathrm{cv}_{1}\left(T_{0}\right)$, we have aux $\left(T_{1}\right)=\mathrm{cv}_{2}\left(T_{0}\right)$. This implies that $a_{1,1} a_{0,1} \in F_{r}$ because all the edges incident to $a_{1,1}=\mathrm{cv}_{2}\left(T_{0}\right)$ are in $E\left(T_{0}\right) \cup E\left(T_{1}\right)$.

Claim 8. $T_{2}$ is of type $A$.
Proof. Suppose, for a contradiction, that $T_{2}$ is not of type A , then $T_{2}$ is an element of type C and $\left(T_{1}, T_{2}\right)$ is an exceptional pair. Thus, we can write $T_{2}=a_{0,2} a_{1,2} a_{2,2} a_{3,2} a_{4,2} a_{5,2}$ such that $a_{2,1}=a_{5,1}=a_{3,2}$, and $a_{2,2} a_{1,2}, a_{4,2} a_{3,2} \in F_{g}$, $a_{3,2} a_{2,2}, a_{4,2} a_{5,2} \in F_{r}, a_{1,2} a_{0,2} \in M_{g, r} \cup F_{g} \cup F_{r}$. We claim that $a_{0,1}=a_{1,2}$. Indeed, since $a_{1,1} a_{0,1} \in F_{r}$, we have $a_{0,1}=a_{1,1}+r=a_{2,1}+g+r$, but by the definition of type C, we have $a_{1,2}=a_{2,2}+g=a_{3,2}+r+g$. Thus, since $a_{3,2}=a_{2,1}$, we obtain $a_{0,1}=a_{1,2}$. Now, put $T_{0}^{\prime}=a_{0,0} a_{1,0} a_{2,0} a_{4,0} a_{3,0} a_{2,1}, T_{1}^{\prime}=a_{1,1} a_{4,1} a_{3,1} a_{2,1} a_{2,2} a_{0,1}$, and $T_{2}^{\prime}=a_{0,2} a_{1,2} a_{1,1} a_{3,2} a_{4,2} a_{5,2}$, and put $\mathcal{D}^{\prime}=\left(\mathcal{D} \backslash\left\{T_{0}, T_{1}, T_{2}\right\}\right) \cup\left\{T_{0}^{\prime}, T_{1}^{\prime}, T_{2}^{\prime}\right\}$. By Lemma $3, T_{0}^{\prime}$ is a path; since $G$ is a simple graph, $a_{2,2} \notin\left\{a_{1,1}, a_{4,1}, a_{3,1}, a_{2,1}, a_{2,2}, a_{0,1}\right\}$, and hence $T_{1}^{\prime}$ is a path; and since all edges incident to $a_{1,1}$ are in $E\left(T_{0}\right) \cup E\left(T_{1}\right)$, we have $a_{1,1} \notin V\left(T_{2}\right)$, which implies that $T_{2}^{\prime}$ is a path. Thus Definition 3(b) holds for $\mathcal{D}^{\prime}$ 。


Figure 3.18: Exchange of edges between two elements of type A and another element of type E in the proof of Claim 8.

To check that $\mathcal{D}^{\prime}$ is an admissible decomposition first note that $\operatorname{hang}_{\mathcal{D}^{\prime}}(v) \geq$ $\operatorname{hang}_{\mathcal{D}}(v)$ for every $v \in V(G) \backslash\left\{a_{4,0}, a_{1,1}, a_{3,1}\right\}$. Thus, since $T_{0}$ is a free element, $a_{4,0}$ is not a connection vertex in $\mathcal{D}$, and hence $a_{4,0}$ is not a connection vertex in $\mathcal{D}^{\prime}$; and since the edges of $M$ incident to $a_{1,1}$ and $a_{3,1}$ are in $T_{1}^{\prime}, a_{1,1}$ and $a_{3,1}$ are not connection vertices in $\mathcal{D}^{\prime}$. Note also that no element of $S$ is in $\mathcal{D}^{\prime}$, and hence there are no open chains in $\mathcal{D}^{\prime}$. Thus, Definitions 3(a) and 3(d) hold for $\mathcal{D}^{\prime}$. Also, since $T_{0}$ is an element of type A, we have $a_{2,0}=a_{3,0}+g+r$, and hence Definition 3(c) holds for $\mathcal{D}^{\prime}$. Therefore, $\mathcal{D}^{\prime}$ is an admissible decomposition of $G$ such that $\tau\left(\mathcal{D}^{\prime}\right)=\tau(\mathcal{D})-2$, a contradiction to the minimality of $\mathcal{D}$.

Now, by Claim 8 , we have $s \geq 4$. In what follows, we divide the proof depending on whether $\operatorname{tr}\left(T_{2}\right)=\mathrm{cv}_{1}\left(T_{1}\right)$ or $\operatorname{tr}\left(T_{2}\right)=\mathrm{cv}_{2}\left(T_{1}\right)$. This proof is analogous to the proof of Claim 6.
Case $\operatorname{tr}\left(\mathbf{T}_{\mathbf{2}}\right)=\mathrm{cv}_{\mathbf{1}}\left(\mathbf{T}_{\mathbf{1}}\right)$. By Lemma 4, we have $a_{1,2}=\operatorname{aux}\left(T_{2}\right)=\mathrm{cv}_{2}\left(T_{1}\right)=a_{2,1}$. Put $T_{0}^{\prime}=a_{0,0} a_{1,0} a_{2,0} a_{4,0} a_{3,0} a_{2,1}, T_{1}^{\prime}=a_{0,1} a_{1,1} a_{4,1} a_{3,1} a_{2,1} a_{0,2}, T_{2}^{\prime}=a_{1,1} a_{1,2} a_{2,2} a_{3,2} a_{4,2} a_{2,2}$ (see Figure 3.19), let $\mathcal{D}^{\prime}=\left(\mathcal{D} \backslash\left\{T_{0}, T_{1}, T_{2}\right\}\right) \cup\left\{T_{0}^{\prime}, T_{1}^{\prime}, T_{2}^{\prime}\right\}$, and let $S^{\prime}=$ $T_{2}^{\prime}, T_{3}, \ldots, T_{s-1}$. Note that $\mathcal{D}^{\prime}$ is a decomposition of $G$ into trails of length 5. By Lemma $3, T_{0}^{\prime}$ is an element of type C. In what follows, we prove that $T_{1}^{\prime}$ is a path and $T_{2}^{\prime}$ is an element of type A. Since $G$ is simple, we have $a_{0,2} \notin\left\{a_{1,1}, a_{2,1}, a_{3,1}, a_{4,1}\right\}$, and $a_{1,1} \notin\left\{a_{1,2}, a_{2,2}, a_{4,2}\right\}$. By Lemma $2, a_{0,2} \neq a_{0,1}$, and hence, $T_{1}^{\prime}$ is a path. If $a_{1,1}=a_{3,2}$, then $a_{2,0} a_{3,0}$ and $a_{2,2} a_{3,2}$ are two edges of $M$ incident to $a_{1,1}$, a contradiction. Therefore, $T_{2}^{\prime}$ is an element of type A.


Figure 3.19: Exchange performed in the proof of Claim 6 in the case $\operatorname{tr}\left(T_{3}\right)=\mathrm{cv}_{1}\left(T_{2}\right)$

To check that $\mathcal{D}^{\prime}$ is an admissible decomposition first note that $\operatorname{hang}_{\mathcal{D}^{\prime}}(v) \geq$ $\operatorname{hang}_{\mathcal{D}}(v)$ for every $v \in V(G) \backslash\left\{a_{4,0}\right\}$, but since $T_{0}$ is free, $a_{4,0}$ is not a connection vertex in $\mathcal{D}$, and hence $a_{4,0}$ is not a connection vertex in $\mathcal{D}^{\prime}$. Thus, since $a_{3,1}$ is not a connection vertex in $\mathcal{D}^{\prime}$, the element $T_{2}^{\prime}$ is free. Therefore, $S^{\prime}$ is an open chain, and hence Definition 3(a) holds for $\mathcal{D}^{\prime}$. Since, $T_{0}^{\prime}$ and $T_{1}^{\prime}$ are paths and $T_{2}^{\prime}$ is an element of type A, Definition 3(b) holds for $\mathcal{D}^{\prime}$. Since no edge of $M$ that is not a hanging edge in $\mathcal{D}$ is a hanging edge in $\mathcal{D}^{\prime}$, Definition $3(\mathrm{c})$ holds for $\mathcal{D}^{\prime}$. Finally, note that an element $T$ of type A in $\mathcal{D} \backslash\left\{T_{0}, T_{1}, T_{2}\right\}$ is either in an A-chain of $\mathcal{D}$ different from $S$, which implies that $T$ is in an A-chain of $\mathcal{D}^{\prime}$, or is in $S$, which implies that $T$ is in $S^{\prime}$. Thus, Definition 3(d) holds for $\mathcal{D}^{\prime}$. Therefore, $\mathcal{D}^{\prime}$ is an admissible decomposition of $G$ such that $\tau\left(\mathcal{D}^{\prime}\right)=\tau(\mathcal{D})-2$, a contradiction to the minimality of $\mathcal{D}$.
Case $\operatorname{tr}\left(\mathbf{T}_{\mathbf{3}}\right)=\operatorname{cv}_{\mathbf{2}}\left(\mathbf{T}_{\mathbf{2}}\right)$. Put $T_{0}^{\prime}=a_{0,0} a_{1,0} a_{2,0} a_{4,0} a_{3,0} a_{2,1}, T_{1}^{\prime}=a_{0,1} a_{1,1} a_{4,1} a_{3,1} a_{2,1} a_{2,2}$, $T_{2}^{\prime}=a_{0,2} a_{1,2} a_{2,2} a_{3,2} a_{4,2} a_{1,1}$ (see Figure 3.20), let $\mathcal{D}^{\prime}=\left(\mathcal{D} \backslash\left\{T_{0}, T_{1}, T_{2}\right\}\right) \cup\left\{T_{0}^{\prime}, T_{1}^{\prime}, T_{2}^{\prime}\right\}$, and let $S^{\prime}=T_{3}, \ldots, T_{s-1}$. Note that $\mathcal{D}^{\prime}$ is a decomposition of $G$ into trails of length 5 . By Lemma $3, T_{1}^{\prime}$ is an element of type C. In what follows, we prove that $T_{1}^{\prime}$ and $T_{2}^{\prime}$ are paths. Since $G$ is simple, we have $a_{2,2} \notin\left\{a_{1,1}, a_{2,1}, a_{3,1}, a_{4,1}\right\}$, and $a_{1,1} \notin\left\{a_{2,2}, a_{3,2}, a_{4,2}\right\}$. By Lemma $2, a_{2,2} \neq a_{0,1}$, and $a_{1,1} \neq a_{0,2}$. Therefore, $T_{2}^{\prime}$
is a path. If $a_{1,1}=a_{1,2}$, then $a_{2,2} a_{1,2}$ and $a_{2,1} a_{1,1}$ are two green in edges of $a_{1,1}$. Therefore, $T_{2}^{\prime}$ is a path.


Figure 3.20: Exchange performed in the proof of Claim 6 in the case $\operatorname{tr}\left(T_{3}\right)=\mathrm{cv}_{2}\left(T_{2}\right)$

To check that $\mathcal{D}^{\prime}$ is an admissible decomposition first note that $\operatorname{hang}_{\mathcal{D}^{\prime}}(v) \geq$ $\operatorname{hang}_{\mathcal{D}}(v)$ for every $v \in V(G) \backslash\left\{a_{4,0}\right\}$, but since $T_{0}$ is free, $a_{4,0}$ is not a connection vertex in $\mathcal{D}$, and hence $a_{4,0}$ is not a connection vertex in $\mathcal{D}^{\prime}$. Thus, since $a_{2,1}$ is not a connection vertex in $\mathcal{D}^{\prime}$, the element $T_{2}^{\prime}$ is free. Therefore, $S^{\prime}$ is either an open chain or contains only one element of type C, and hence Definition 3(a) holds for $\mathcal{D}^{\prime}$. Since, $T_{0}^{\prime}, T_{1}^{\prime}$ and $T_{2}^{\prime}$ are paths, Definition $3(\mathrm{~b})$ holds for $\mathcal{D}^{\prime}$. Since no edge of $M$ that is not a hanging edge in $\mathcal{D}$ is a hanging edge in $\mathcal{D}^{\prime}$, Definition 3(c) holds for $\mathcal{D}^{\prime}$. Finally, note that an element $T$ of type A in $\mathcal{D} \backslash\left\{T_{0}, T_{1}, T_{2}\right\}$ is either in an A-chain of $\mathcal{D}$ different from $S$, which implies that $T$ is in an A-chain of $\mathcal{D}^{\prime}$, or is in $S$, which implies that $T$ is in $S^{\prime}$. Thus, Definition 3(d) holds for $\mathcal{D}^{\prime}$. Therefore, $\mathcal{D}^{\prime}$ is an admissible decomposition of $G$ such that $\tau\left(\mathcal{D}^{\prime}\right)=\tau(\mathcal{D})-3$, a contradiction to the minimality of $\mathcal{D}$. This concludes the proof.

Recall that a $\{g, r\}$-graph $G$ is a 5 -regular graph that contains the Cayley graph $X(\Gamma, S)$, where $S=\{g,-g, r,-r\}$. Thus, since $S$ is closed under taking inverses, $G$ is also a $\{g,-r\}-,\{-g, r\}-,\{-g,-r\}$-graph, which yields the following corollary of Theorem 3.

Corollary 4. Every $\{g, r\}$-graph for which $2 g+2 r \neq 0$ or $2 g-2 r \neq 0$ admits a $P_{5}$-decomposition.

Finally, to show that every $\{g, r\}$-graph admits a $P_{5}$-decomposition, we consider the case when $2 g+2 r=0$ and $2 g-2 r=0$. As a corollary of Proposition 1 and Lemma 1 we obtain the following result.

Theorem 4. Every $\{g, r\}$-graph such that $2 g+2 r=0$ and $2 g-2 r=0$ admits an $M_{g, r}$-centered decomposition.

Proof. Let $G$ be a $\{g, r\}$-graph for which $2 g+2 r=0$ and $2 g-2 r=0$ and put $M=$ $M_{g, r}$. Note that we also have $4 g=4 r=0$. Let $u$ be a vertex of $G$, and let $H$ be the
component of $G \backslash E(M)$ that contains $u$. In what follows, we prove that $H$ is a copy of $K_{4,4}$. By the commutative property of SCG, if $v \in V(H)$, we have $v=u+i g+j r$, where $i, j \in \mathbb{N}$. Since $4 g=4 r=0$, we may assume $i, j \in\{0,1,2,3\}$. Moreover, since $2 g-2 r=0$ (and hence $2 g=2 r$ ), we may assume $j \in\{0,1\}$. Therefore, there are eight vertices in $H$, namely, $V(H)=\{u, u+g, u+2 g, u+3 g, u+r, u+2 g+r, u+3 g+r\}$. We claim that $H$ is bipartite. Indeed, suppose that there is an odd cycle $C$ in $H$. Then, there is there is an element $x \in V(C)$ such that $x+i g+j r=x$, where $i, j \in \mathbb{N}$. Note that $i+j$ can be obtained from the length of $C$ by ignoring pairs of edges with the same color and different directions. Since $C$ is odd, one between $i$ and $j$ is odd. Suppose, without loss of generality, that $i$ is odd, and hence $j$ is even. Note that, since $2 g=2 r$, we have $j r=j g$. Therefore, $(i+j) g=i g+j r=0$. Let $s \in\{1,3\}$ be such that $i+j=4 q+s$ for some $q \in \mathbb{N}$. Then we have $0=(i+j) g=4 q g+s g$, which implies $s g=0$. Thus, if $s=1$, then $g=0$; and if $s=3$, then $g=4 g-s g=0$, a contradiction to the definition of SCG. Thus, since $H$ is 4 -regular, $H$ is a copy of $K_{4,4}$. Now, since every component of $G \backslash E(M)$ is isomorphic to $K_{4,4}$, by using induction on the number of components of $G \backslash E(M)$, one can prove that $G$ is an $M$-constructable graph, and hence by Corollary 3, $G$ admits an $M$-centered decomposition as desired.

The main result of this dissertation is a straightforward consequence of Corollary 4 and Theorem 4.

Theorem 5. Every $\{g, r\}$-graph admits a $P_{5}$-decomposition.

## Chapter 4

## Conclusion and future works

In this dissertation, we verified Conjecture 3 for (i) $(2 k+1)$-regular graphs containing a spanning $2 k$-regular power of cycle, and (ii) 5 -regular graphs containing a spanning 4-regular Cayley graph. We believe that the techniques developed here can be extended for a more general class of graphs, such as Schreier Coset Graph. We mention that Schreier coset graphs is a useful tool for deciding whether certain groups are infinite, and also proving theorems about groups generated by permutations. (See [5]).

Let $G$ be a group and let $H$ be a subgroup of $G$. For some $s \in G$, we define the right coset of $H$ corresponding to $s$ as the set $H s=\{h s: h \in H\}$. Left coset can be defined analogously. Let $g_{1}, \ldots, g_{r}$ be a sequence in $G$ whose members generate G, the Schreier Right Coset Graph (SRCG) is defined as follows. Its vertex set is the set of right cosets of $H$ in $G$, for each coset $H_{i}$ and each generator $g_{i}$ there is an edge from $H_{i}$ to the right coset $H_{i} g_{i}$. Note that a Cayley Graph is an SRCG where $H=\{i d\}$ i.e., SRCG is a generalization of a Cayley "color" graph using cosets of some specified subgroup as vertices instead of group elements. In 1977, Gross [12] showed that every connected regular graph of even degree is an SRCG. This implies that, if we extend our result for 5 -regular graphs that contain any SRCG, we verify the conjecture for all 5 -regular graphs containing a perfect matching.

Finally, we can also explore others graphs containing special spanning Cayley graphs. For instance, a natural step is to examine 7 -regular graphs containing a spanning 6 -regular Cayley graph or a spanning 4-regular Cayley graph. Also, note that the definitions of simple commutative generator and $\{g, r\}$-graph are equivalent to Cayley graphs under the restriction of the equation $g+r=r+g$ for every pair of generators. Therefore, we plan to explore Cayley graphs generated by others equations, such as $g+r \neq r+g$, which would extend our result for 5 -regular graphs containing every spanning 4-regular Cayley graph.
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[^0]:    ${ }^{1}$ Although this definition is well-known, there is another definition which give us a colored directed graph as Cayley Graph, let $X$ be a group and $S$ a generating set of $X$, the Cayley Graph $\Gamma=\Gamma(X, S)$ is constructed as follows: (i) $X=V(\Gamma)$; (ii) each generator $s$ of $S$ is assigned a color $c_{s}$; (iii) for any $x \in X$ and $s \in S$, the vertices corresponding to the elements $x$ and $x s$ are joined by a directed edge of color $c_{s}$. Thus, the edge set $E(\Gamma)$ consists of pairs of the form $(x, x s)$ in which $s \in S$ provides the color (see [4]).

