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Resumo da Dissertação apresentada à COPPE/UFRJ como parte dos requisitos
necessários para a obtenção do grau de Mestre em Ciências (M.Sc.)

ALGORITMOS DE APRENDIZADO DE MÁQUINA APLICADOS A DADOS
CENSORIADOS PARA PREVISÃO DE MORTALIDADE DE PACIENTES

COM DOENÇA ARTERIAL CORONARIANA

Gabriel Cesario Buginga

Setembro/2023

Orientador: Edmundo Albuquerque de Souza e Silva, Ph.D.

Programa: Engenharia de Sistemas e Computação

A aprendizagem de máquina probabilística está sendo cada vez mais utilizada na
área da saúde para processar dados e melhorar a eficácia dos processos de tomada de
decisão dos profissionais. Pacientes recebem inferências precisas, aprimoradas por
distribuições completas de probabilidade. Um aspecto crucial da análise de saúde é
estudar a morte por qualquer causa e identificar os fatores que mais a influenciam.
No entanto, trabalhos anteriores tendiam a explorar insuficientemente informações
sobre pacientes que sobreviveram ou não realizaram uma análise completa de apren-
dizado de máquina. Neste estudo, analisamos um conjunto de dados de pacientes
com doença arterial coronariana que foram encaminhados para reabilitação cardíaca
(CR), com o objetivo de prever a morte por qualquer causa. Para 88% dos pacientes,
suas informações de morte foram censuradas, ou seja, só temos um limite inferior
de seu tempo de morte, tornando difícil fazer previsões precisas. Para resolver esse
problema, aplicamos algoritmos da literatura de análise de sobrevivencia. Tam-
bém usamos métodos de seleção de variáveis para reduzir o seu número em 92%,
identificando apenas duas variáveis que melhor predizem a morte. Posteriormente,
avaliamos um grupo diversificado de modelos e descobrimos que o modelo Survival
Tree apresentou excelente desempenho e interpretabilidade, podendo ser utilizado
por médicos apenas inspecionando um único diagrama. Além disso, desenvolve-
mos um novo algoritmo de clusterização para dados de sobrevivência, denominado
SurvMixClust, para ajudar a modelar situações semelhantes ao nosso conjunto de
dados e, ao mesmo tempo, encontrar grupos de pacientes com perfis de sobrevivência
semelhantes.
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Probabilistic machine learning is increasingly being used in healthcare to pro-
cess data and improve the effectiveness of practitioners’ decision-making processes.
Patients receive precise inferences, enhanced by full probability distributions. One
crucial aspect of healthcare analysis is to study death from any cause and identify
the factors that influence it the most. However, past works tended to insufficiently
explore information about patients that survived or did not conduct a full machine-
learning analysis. In this study, we analyzed a dataset of patients with coronary
artery disease who were referred to cardiac rehabilitation (CR), aiming to predict
death from any cause. For 88% of patients, their death information was censored,
i.e., we only have a lower bound of their time of death, making it challenging to
make accurate predictions. To address this issue, we applied algorithms from the
survival analysis literature. We also used feature selection methods to reduce the
number of features by 92%, identifying only two features that best predict death.
Afterward, we evaluated a diverse group of models and found that the Survival Tree
model had excellent performance and interoperability, being capable of being used
by medical practitioners by just inspecting a single diagram. Additionally, we de-
veloped a novel clusterization algorithm for survival data, named SurvMixClust,
to help model situations similar to our dataset while also finding groups of patients
having similar survival profiles.
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Chapter 1

Introduction

The use of artificial intelligence, particularly machine learning, is becoming more
prevalent in healthcare [1, 2]. It provides an opportunity to enhance the effective-
ness of the decision-making process of healthcare practitioners by processing vast
amounts of data and generating valuable insights. With new data-rich technologies
such as genomics, proteomics, and device biometrics, there is an increasing demand
for these methods. These technologies generate more data than one individual can
interpret alone. Additionally, patients are starting to request care that possesses a
capability of being precise in relation to the patient’s own characteristics [3, 4].

In medicine, It is often desired to acquire knowledge about time until an event,
like death or the onset of cancer. The set of approaches that deal with these problems
is called survival analysis [5, 6]. They are probability-based models which have a long
history dating back to the 50s [7]. Overall, probabilistic models enrich the inferences
[2, 8] because if a model only outputs average survival, like most regressions, and
not a full survival function, It can create misleading results. For instance, two
patients with the same average survival can have different early and late survival
probabilities. This disparity creates a mistake if we treat them equally. Moreover,
this enhanced view can provide a chance for a better plan for the future by naturally
integrating uncertainty into statements that can then be used in the clinical decision
process.

Survival prediction in cardiovascular medicine has not been fully explored
through a non-linear probabilistic approach in previous research studies. These mod-
els have relied on linear regression techniques, which can oversimplify the complex,
nonlinear interactions between potential prognostic factors. Consequently, these
models may not be suitable for uncovering the patterns necessary for predicting an
individual’s risk accurately [9].

There has been a recent surge in the development of survival models, thanks to
advancements in deep learning [10] and the increasing availability of data. Some
of the notable ones include: DeepSurv [11], which is a generalized version of a
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traditional method; DeepHit [12], a deep learning model that deals with competing
risks; models for predicting the occurrence of oral cancer [13]; models for predicting
cancer from histology and genomics [14], or from genomics and clinical data [15]; the
SALMON algorithm, which integrates multi-omics data for breast cancer prediction
[16]; the SurvivalNet model [17]; and a clusterization method specifically designed
for survival analysis [18].

The aim of this study is to analyze potential predictors of survival for individuals
with coronary artery disease using data from a retrospective cohort study named
PROtECT (Prognostic Relevance Of data from patients Entering Cardiac Rehabili-
tation Training) [19]. Additionally, the study aims to develop a full-fledged survival
model that can serve as an important tool for clinical decision support and provide
evidence for further research in this area.

Throughout the production of this dissertation, our approach has been strictly
focused on the use of machine learning and statistics. The text does not include any
discussions or conclusions that require applied medical knowledge, even from cardi-
ology. However, we have had systematic and productive interactions with healthcare
providers during the process. Every step forward included a discussion with them
since they are the final model users. Key inputs were feature pre-selection and
explicit model interpretability necessity.

Our main contributions are summarized below:

• A long-term, interpretable, and lightweight model for overall survival pre-
diction for individuals with known CAD (coronary artery disease) who are
referred to a cardiac rehabilitation program.

• A published article available at [20]. In addition to the machine learning analy-
sis presented here, it offers a complete investigation of the medical implications
of our findings.

• Evidence for the feature “peak metabolic equivalents” being one the most crit-
ical pieces of information for survival prediction for individuals with known
CAD.

• We created the SurvMixClust algorithm. It clusters survival data and
can also be used to make predictions. It is competitive in relation to
purely predictive algorithms and has better performance when compared
to other clusterization algorithms, helping identify groups with similar sur-
vival profiles. The code for the model is publicly accessible and available at
https://github.com/buginga/SurvMixClust

The manuscript is organized as follows. Chapter 2 presents the necessary data
processing steps and assumptions. In Chapter 3, we provide background information
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on survival analysis, including explanations of more specialized methods. Chapter 4
covers the selection of the most important features. Chapter 5 explains the rationale
and benchmarks for the final proposed model. In Chapter 6, we gather the results
and limitations from the proposed model. Chapter 7 presents the SurvMixClust
algorithm and its results. Finally, Chapter 8 concludes the manuscript and restates
the takeaway messages.
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Chapter 2

Data

The dataset was obtained from a retrospective cohort study named PROtECT1 [19].
Data was collected between September 1995 and March 2016 and was obtained by
linking clinical registries from the following two sources:

• Alberta Provincial Project for Outcomes Assessment in Coronary Heart Dis-
ease (APPROACH)[21–23].

• The TotalCardiology Rehabilitation Network [24]. It is a Calgary-based car-
diac rehabilitation provider for Alberta Health Services.

They included data from Calgary patients referred to the CR (cardiac rehabil-
itation) program at TotalCardiology following coronary angiography. There were
two occasions in which data was obtained:

• At the time of catheterization: demographic characteristics, clinical risk fac-
tors, comorbidities, indication for coronary angiography and its results which
are composed of coronary anatomy, left ventricular ejection fraction (LVEF),
and the therapeutic management strategy.

• Before the CR program enrollment : a baseline clinical assessment that included
a complete physical examination, anthropometric measurements (height and
weight), a graded ET, and blood sample collection for analysis, such as com-
plete lipid profile and hemoglobin A1c. Then, peak metabolic equivalents
(METs), peak and resting heart rate (HR), peak and resting systolic blood
pressure (SBP), and peak and resting diastolic blood pressure (DBP) were
recorded via a peak graded exercise test2.

1PROtECT Study: Prognostic Relevance Of data from patients Entering Cardiac Rehabilitation
Training. The study protocol was approved by the University of Calgary’s ethics review board.

2The exercise test (ET) follows the methodology from [25].
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It resulted in a raw dataset of shape (23215, 260), where each patient is repre-
sented by a single row. Figure 2.1 depicts, via a Sankey plot, the inclusion criteria
from the original 23215. We dropped ten patients because they were missing infor-
mation on death. 4001 did not possess obstructive coronary artery disease, equally
dropped. Lastly, 5842 patients missed information on aerobic fitness, which in our
case means that Peak METs was NaN (not a number).

After this, the dataset has shape (13362, 260). We will keep the number of pa-
tients at 13362 and drop some features using the following manually applied heuris-
tics:

• Features representing similar or identical information.

• Features having missing values for over 85% of patients.

• Practitioner feedback identified features outside the main study’s objective,
like patient ID or unessential dates.

These rules help reduce the number of features by 90%, from 260 to 25 (235
260

=

0.903), through the elimination of 235 features. The final shape stays at (13362, 25).
In Chapter 4, feature selection will further reduce the number of features.

The core measure was death from any cause. This information was obtained
through the Alberta Vital Status database [26]. It is important to note that this
database is not related to the project that generated our dataset. The cohort entry
date was defined by coronary angiography. The study followed the patients, moni-
toring for censoring or death, until March 31, 2017, with a minimum follow-up time
of one year. Figure 2.2 shows the distribution of event times.

To distinguish the feature’s name from ordinary words or other defined quanti-
ties, we write the feature’s name in typewriter font. For example, instead of Peak
METs, we write Peak METs. We conclude this section by demonstrating how the
features can be effectively subdivided for improved organization and understanding:

SExercise stress test = {Peak METs, Peak DBP, Peak SBP, Peak HR,

Resting DBP,Resting SBP, Resting HR}

SComorbidities = {Hypertension, Diabetes, Dyslipidemia,

CHF, COPD, Family History, Current smoking,

PVD, CEVD, Renal insufficiency, Malignancy}

SClinical = {Age, BMI, Number of vessels diseased,

Management strategy for CAD, Sex,

Indication for CA, LVEF}

Sinital =SExercise stress test ∪ SComorbidities ∪ SClinical

(2.1)
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Figure 2.1: Representation of the main steps of patient filtering in a Sankey plot.
The sizes of the vertical bars are proportional to the number of patients. CAD
stands for coronary artery disease.
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Figure 2.2: Histogram of Time stratified by Event, totalling 12% of deaths. Baseline
of 13362 patients.

In the upcoming subsections, we will discuss the primary data pre-processing
steps in detail. To begin with, in section 2.1, we will elaborate on how the outliers
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present in the raw dataset were treated. Following that, in section 2.2, we will explain
how the missing data was handled and how the scaling was performed. Lastly, we
will conclude with section 2.3, which will outline the key empirical assumptions that
will govern our entire analysis.

2.1 Outliers’ treatment

In this work, a medical practitioner provided expected value ranges for each feature.
If any feature took a value outside of the provided range in the "Values" column of
Table A, it was considered to be NaN (not a number) and was ready to be imputed.
For instance, if a patient’s Peak HR was greater than 120, it was replaced with NaN.
We did not remove any patients from the dataset due to the presence of outliers.

2.2 NaN imputation and scaling/encoding.

Before any model training, testing, or inference, we imputed and pre-processed the
NaN features based on their respective data types. This pre-processing step was
always a part of the model’s pipeline and not a one-time process that stored the
results. Whenever we needed to train or test a data subset, we initiated the pre-
processing step again. Table A displays the data types of all 25 features. The
two-step process we followed, separated by data type, is outlined objectively below:

• For categorical and binary features (in this order):

1. (NaN imputation) Simple imputation by its most frequent mode. The
code package used was [27].

2. (Preprocessing) One-hot encoding, further dropping the first generated
column in order to avoid multicollinearity [28]. The code package used
was [27].

• Continuous features (in this order):

1. (NaN imputation) Imputation was done using least-squares regression,
taking into account the values of non-missing features, i.e., model-based
imputation. The code package used was [29].

2. (Preprocessing) Standard scaling, i.e. subtracting the mean value and
then dividing by the standard deviation. The code package used was
used [27].
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2.3 Main assumptions

A logistic regression model was used to conduct a test, where Event was the depen-
dent feature and Time was the independent one. The analysis generated a coefficient
of −0.0321 multiplying Time, with a 95% CI of (−0.085, 0.021). Furthermore, the
likelihood ratio test produced a p-value of 0.2351, assuming the null hypothesis of the
intercept-only model. Since the coefficient is close to zero, it suggests that changes
in Time have a minimal impact on the likelihood of Event. Based on the logistic
regression analysis, there is insufficient evidence to suggest a significant relationship
between these variables. However, it is important to recognize that the absence of a
significant relationship in this regression analysis does not conclusively prove inde-
pendence. Instead, it suggests that the data do not provide strong evidence against
the following assumed independence. Starting from Chapter 3, It is assumed the
following independence of variables:

Time ⊥⊥ Event (2.2)

In conclusion, here are the additional main assumptions about the data:

• D = {xi, yi}ni=1 had its samples generated by the same process. They are
independent and identically distributed, i.i.d.

• Non-informative censoring (section 3.1.2). Evidence at 2.2.

• Independent censoring within Age sub-groups (section 3.1.2).
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Chapter 3

Background: Survival Analysis

Survival analysis, also known as time-to-event analysis, deals with the problem of
modeling and analyzing data wherein the outcome is the time until an event takes
place [5, 6]. This approach is widely used in both statistics and machine learning,
with numerous applications in fields such as medicine [15, 16, 30], where it is used to
determine which treatment has the greatest impact on survival, and customer churn
[31], where it helps identify the factors that contribute to early service cancellation.

In this field, a significant challenge arises when, due to specific reasons, some
event outcomes become unobservable after a certain point in time. These instances
are referred to as censored. For example, when a dataset is created to observe the
impact of treatment on survival over a period of 10 years, some participants may
survive the entire period, and their data on death will not be generated. These
participants are known as censored. On the other hand, some participants may die
within the timeframe of the study, so they are not censored. A common mistake
is to remove the censored participants, but this approach can lead to inaccurate
estimations, often overestimating the risk of death [9].

The chapter is organized as follows. Section 3.1 introduces the formalization,
mostly based on [32]. The survival models are exhibited in section 3.2, while the
way to measure their performance is in section 3.3. Lastly, section 3.4 connects some
topics previously mentioned to ones appearing here.

3.1 Problem Definition

Let T ∗ be the random variable indicating the event time, C∗ the censoring time1.
Then, in survival analysis, the relationship between these two random variables
dictates the entire investigation. Note that if we only had seen T ∗, the problem would

1We are going to treat only the right-censored case. Besides accounting for the vast majority
of the applications, It fits the nature of our problem. Even so, adaptation to left-censoring or
interval-censoring is relatively easy given that one knows the right-censored case.

9



not be suffering from censoring, degenerating into a standard regression problem.
However, what we, in fact, see is the following two random variables:

T = min{T ∗, C∗}

D = 1{T ∗ ≤ C∗}
(3.1)

1 is the indicator function, returning 1 when what is inside is true, 0 otherwise.
T is the potentially right-censored duration. D is the event indicator, being equal
to 1 when we observe T ∗ and to 0 when we observe C∗, thus hiding the true value
of T ∗. With these in hands, we can start to define the main objects in survival
analysis:

Survival Function ⇒ S(t) = P (T ∗ > t)

Hazard Function ⇒ h(t) = lim
δt→0

Pr(t < T ∗ ≤ t+ δt | T ∗ > t)

δt
=

−S ′(t)

S(t)

Cumulative Hazard Function (CHF) ⇒ H(t) =

∫ t

0

h(z)dz = −logS(t)

Probability Density Function (PDF) ⇒ f(t) = P (T ∗ = t)

(3.2)

Now, we can finally recognize survival analysis’ main challenge: receiving T

and D, and needing S(t) = P (T ∗ > t) to infer useful statements. For that, a lot
of the models need an explicit quantity to optimize. In other words, we need the
likelihood function. We shall first develop an expression for P(T = t,D = d); let
fC∗(t) = P (C∗ = t) and SC∗(t) = P (C∗ > t), then:

P(T = t,D = d) = P (T ∗ = t, C∗ ≥ t)d P (T ∗ > t,C∗ = t)1−d

= [P (T ∗ = t) P (C∗ ≥ t)]d [P (T ∗ > t) P (C∗ = t)]1−d

= [f(t) (SC∗(t) + fC∗(t))]d [S(t)fC∗(t)]1−d

=
[
f(t)dS(t)1−d

] [
fC∗(t)1−d (SC∗(t) + fC∗(t))d

] (3.3)

Assuming fC∗(t) and f(t) does not share any parameter. We can build a loss
function that is entirely constituted by the distribution of event times, with each
data point contributing Li = f (ti)

di S (ti)
1−di , then:

Loss = − 1

n

n∑
i=1

(di log [f (ti | xi)] + (1− di) log [S (ti | xi)]) (3.4)
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3.1.1 Restricted mean survival time (RMST)

The restricted mean survival time (RMST) [33, 34] of T ∗ is defined as the mean of
X = min(T ∗, t∗), where t∗ > 0 is a previously chosen time upper bound2. We shall
prove that It is equal to the integral of the survival function; let fX(x) = P (X = x)

be X’s probability density, then:

E[X] = E[min(T ∗, t∗)] =

∫ t∗

0

xfX(x)dx

= −
∫ t∗

0

xP ′(X > x)dx

= −[xP (X > x)]t
∗

0 +

∫ t∗

0

P (X > x)dx, (integration by parts)

= −t∗ · P (min(T ∗, t∗) > t∗) + 0 · P (min(T ∗, t∗) > 0) +

∫ t∗

0

P (X > x)dx

= −0 + 0 +

∫ t∗

0

P (min(T ∗, t∗) > x)dx

=

∫ t∗

0

P (T ∗ > x)dx

=

∫ t∗

0

S(x)dx

(3.5)

Notice that RMST is not the overall mean survival additional to the patient’s
age because the experiment has a maximum follow-up time of T ∗

max > 0. Therefore,
the model cannot infer survival greater than this number. The code used for RMST
was [35].

2In most cases, t∗ is the maximum follow-up time of the experiment: 21 years in our dataset.
However, it is also possible to use narrower time windows, e.g., comparing the “up to 5 years" mean
survival, in this case, t∗ = 5 years.
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3.1.2 Censoring assumptions

Indepedent 
censoring

Informative
 censoringRandom

 censoring

Figure 3.1: Logical relation be-
tween censoring assumptions.

There are three types of censoring assumptions.
Their logical relations are presented in Figure
3.1.

• Random (vs. non-random) censoring:
let the hazard function of the population
that was censored (D = 0) be hD=0(t).
Similarly, for the not censored: hD=1(t).
Then, random censoring means hD=0(t) =

hD=1(t).

• Independent (vs. non-independent) censoring: random censoring holds but
only conditional on covariates.

• Non-informative (vs. informative) censoring: T provide no information
about C, and vice-versa.

3.2 Models

3.2.1 Nonparametric

Kaplan-Meier

The Kaplan-Meier stands as the primary tool in survival analysis [7]. It is com-
monly utilized to check the accuracy of population estimations by comparing
the Kaplan-Meier from a clusterized population against the survival curve gener-
ated by a model. Essentially, It aims to estimate the marginal survival function
S(t) = P (T ∗ > t) while having samples from T and D. Let our training data be
(t1, d1) , (t2, d2) , . . . , (tN , dN), and their unique times of death k1, k2, · · · , kU (evi-
dently U ≤ N). We also define the number of deaths at time ki as Ndeath

i ; and the
quantity of subjects still alive at ki as Nrisk

i :

Ndeath
i =

N∑
j=1

1 {tj = ki} dj

Nrisk
i =

N∑
j=1

1 {tj ≥ ki}

(3.6)

At last:
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ŜKM(t) =
U∏
i=1

(
1− Ndeath

i

Nrisk
i

)1{ki≤t}

(3.7)

This model necessitates the random censoring (3.1.2) assumption to be valid.
Even so, we can always apply the Kaplan-Meier to progressively stratified subpop-
ulations inside which random censoring holds. In fact, this stratification can be
generalized to kernel-based methods [36, 37]. The code implementation used was
[35].

Survival Tree

Survival Tree is a method that extends the Tree-based approach to survival analysis.
It employs the log-rank splitting technique to evaluate the quality of each split. The
population is divided based on this rule until it meets its predefined parameters,
such as minimum leaf samples, maximum depth, and minimum samples required
for a split. Each leaf node contains a subset of the population that can generate a
survival function using the Kaplan-Meier estimator. When we make an inference, we
start at the root node and move through the trained thresholds until we reach a leaf
node. Finally, we return the Kaplan-Meier function of that leaf node as the survival
function for the data point. Finally, this leaf node’s Kaplan-Meier is returned as the
data point’s survival function. The code implementation used was [38].

Random Survival Forest (RSF)

RSF trains a set of Survival Trees based on the same principle as the standard
random forest algorithm [39]. It follows the steps outlined in [40]:

1. From the original dataset D, RSF draws N bootstrap samples.

2. Build a Survival Tree, exactly like in section 3.2.1, for each bootstrap sample.

3. Compute a Cumulative Hazard Function (CHF) (details in section 3.1) for
each of the N samples. Next, average them, obtaining the ensemble CHF.

The implementation used was from [38]. However, it is important to carefully
select hyperparameters, as even with our dataset of shape (13362, 25), it was the
most time-consuming algorithm among those mentioned in this study.

Logistic Hazard

Logistic Hazard is a discrete-time, neural network-based method that directly models
the conditional hazard function h(t|xi) [41]. For that, It processes the features x with
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a feed-forward neural network resulting in a vector ϕ(x) = [ϕ1(x), . . . , ϕm(x)], where
m is the index indicating the discrete time-points, i.e. τj ∈ R for j ∈ {1, . . . ,m},
for instance τ10 = 5 years. Knowing that the discrete hazards h (τj | xi) ∈ [0, 1], It’s
easy to transform ϕ(x) into h (τj | xi):

h (τj | xi) =
1

1 + exp [−ϕj(x)]
(3.8)

Thus, we now only need a loss function, like in any neural network training. For
that, there is the discretized version of the loss function shown at 3.4. Then, It is
just a common application of any gradient descent algorithm. Figure 3.2 exhibits
the model’s overall functioning.

The pycox package was used as the implementation [32]. This model is also
called Nnet-survival [42].

LifeTableBaseline

We have created a simple model called LifeTableBaseline, which serves as a baseline
for comparison. It produces the survival function of a patient based on their age,
using data from the Canadian Census [43] about life expectancy. Unlike other
models, it does not use the dataset for training, making it the simplest model that
still provides a complete survival function for each patient. We chose to use it as
a benchmark for other models since any survival model that performs worse than
LifeTableBaseline would be considered inadequate.

3.2.2 Semiparametric

Cox Proportional Hazards (CPH)

The Cox Proportional Hazards (CPH) model is a well-known and widely used
method in survival analysis. It is often regarded as the go-to model after the Kaplan-
Meier method due to its ease of application and interpretation. The CPH model
can be easily adapted to incorporate time-dependent features and competing risks,
making it a versatile tool for analyzing medical data. Concretely, the model imposes
that, with xi being ith’s feature vector:

h(t|xi) = h0(t)e
∑p

i=1 βixi (3.9)

h0(t) is the baseline hazard that purposefully does not involves the features. It
is an unspecified function that makes CPH a semiparametric model. All βi ∈ R
are learnable parameters. Importantly, the quantity often reported is the Hazard
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Figure 3.2: A diagram shows LogisticHazard’s function with four input features and
a 3x3 neural network processing them.

Ratio for a feature. It is defined for a jth feature with its associated coefficient βj

as:
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ĤR = eβ̂j (3.10)

For model training, the parameters are estimated via maximum likelihood. We
first estimate β without knowing h0 using any gradient descent algorithm for:

β̂ =arg min
β∈Rk

n∑
i=1

di

[
−β⊤xi + log

(
n∑

j=1

1 {tj ≥ ti} e(β
⊤xj)

)]
(3.11)

Finally, h0 is found via the Breslow estimator [44], using the newly obtained β̂.
The code implementation used for this two-step process was [35].

ROYSTON e PARMAR argues that the Hazard Ratio does not provide a clear
interpretation of the work’s results, with a better option being the RMST. The main
reason is that It is not always clear the precise effect on survival if we increase a
feature’s value when looking at its associated HR. We cannot know from HR alone
how many more months/years a patient will have. Worst than that, the effect on
mean survival depends on the estimated cumulative hazard H0, creating a different
outcome for different datasets. Contrary to HR, RMST has time units, is directly
interpretable, and can be adapted to every other model even if It does not obey
the proportional hazards assumption. In any case, HR can be easily translated to
RMST. On account of these reasons, we will avoid HR and use RMST instead.

DeepSurv

DeepSurv is an advanced extension of the Cox Proportional Hazards model [11] for
assessing non-linear risks. It is inspired by a neural network solution introduced in
the ’90s [45]. The model uses a configurable neural network to summarize all the
features of a patient, which then outputs a risk value. In simpler terms, instead
of using the hazard function with a linear combination of features ĥβ(x) = βTx,
DeepSurv replaces βTx with the output of a multi-layer perceptron: ĥθ(x), where θ

represents the weights of the network whose output is a single node. For training,
the loss function is the negative log partial likelihood of equation 3.11, replacing
βTx with ĥθ(x). The pycox package implementation was used [32].

3.3 Metrics

It’s important to measure the performance of models. Machine learning offers var-
ious metrics based on the problem domain. However, there’s no one-size-fits-all
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calculation that can encompass every aspect in a single number.
For survival analysis, the metrics can be divided into two groups: concordance

and calibration. In detail, all the used metrics are random variables from an al-
gorithm (model) to a real number or another real function, given data. Let S be
our set of models3, i.e. S = {CPH, Survival Tree, . . .}, and D = {xi, yi}ni=1 the
dataset. A metric m is a random variable m : S → R or m : S → F([0, Tmax],R).
F([0, Tmax],R) is the set of real-valued functions from the closed interval [0, Tmax],
where Tmax is the maximum follow-up time in D.

3.3.1 Concordance

Time-dependent C-Index (Ctd)

Time
death censoring

death death

censoringcensoring

censoring death

comparable

noncomparable

noncomparable

comparable

Figure 3.3: Comparable pairs used to
calculate the metrics Ctd and AUC(t).

The time-dependent discrimination index
[46] is a modified version of Harrell’s C-
index [47]. It is a nonparametric statis-
tic, ranging from 0 to 1, that measures the
probability of two randomly chosen com-
parable patients of being concordant ac-
cording to model-given risks. Like many
other metrics, It returns a number given
two objects: a trained survival model and
a test set. Let’s explain the meanings of
comparable and concordant:

• In order for a patient’s pair to be
comparable, as shown in Figure 3.3,
It needs to have the patient with the
smaller event time to have suffered
death, i.e. Event = 1. This is intuitive, as this patient would give us no hint
if he died earlier or later than the other patient in case of being censored.

• For a comparable pair to be concordant according to a model, its patient
with the smaller event time needs to be given a higher risk than the patient
with the bigger event time. A good model has to assign higher risks to the
patient who died earlier. As models return survival functions, the patient’s
risk is 1 − S(T ), the probability of not living past T . Of course, the risk
comparison has to be standardized by calculating it at the same T for both
patients.

3For C-Index and brier score’ estimations, the "model" includes inside of it a hyper-parameter
search via nested cross-validation. As for AUC(t), because of prohibitory computation time, the
"model" does not include a hyper-parameter search. The parameters are fixed.
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Concretely, let’s say we have a pair of patients with p1 = (5 years, death) and
p2 = (10 years, censored). Our testing model M returns SM(t = 5 years|p1) = 0.6,
SM(t = 10 years|p1) = 0.3, SM(t = 5 years|p2) = 0.8 and SM(t = 10 years|p2) = 0.6.
Are they concordant? Comparing both at T = 5 years, Riskp1 = 1 − SM(t =

5 years|p1) = 1 − 0.6 = 0.4; and Riskp2 = 1 − SM(t = 5 years|p2) = 1 − 0.8 = 0.2.
So, Riskp1 > Riskp2 . The pair p1 and p2 are, in fact, concordant according to the
model M .

Finally, we repeat this risk ordering test for all comparable pairs and calculate
the ratio of the rightly ordered to the total number, at last acquiring our complete
time-dependant C-Index. Note that a C-index of 1 represents a perfect concordance,
while a C-index of 0.5 indicates the discrimination was utterly random.

Ctd’s confidence interval was estimated via nested cross-validation. The code
implementation used was [32], plus some adaptations.

Cumulative/Dynamic Area Under the Curve (AUC(t))

The cumulative/dynamic area under the curve or AUC(t) measures the change of
the model’s performance through time [48]. It returns a score for each desired time
t, where t can take values from the start to the end of the follow-up period4, e.g.,
t = 5 years or t = 10 years. At each time t, It calculates its score by estimating the
probability that the model generates a concordant ordering, via their predicted sur-
vival functions, for two randomly and comparable pairs of patients. Concordant
and comparable exactly like the C-Index, read subsection 3.3.1 for the explanation.
However, there is one additional requirement for the pair to be comparable for the
AUC(t): one patient needs to have their event with a time smaller than t and the
second patient after t. For instance, let’s say we want AUC(t = 5 years). Are the
two patients p1 = (2 years, death) and p2 = (10 years, censored) compatible for
AUC purposes? Yes, because they respect the C-Index’s comparable requirement;
also, p1’s 2 years is smaller than 5 years, and p2’s 10 years is greater than 5 years.

Reiterating that AUC(t) is of the form m : S → F([0, Tmax],R), as we explained
in the introduction of this section 3.3. Evidently, AUC(t) can be represented with a
2D scatter plot5 AUC(t)×t. The confidence intervals were generated using bootstrap
re-sampling. The code implementation used was [38].

4For our case, the 21 years was divided into 300 subdivisions. So we have 300 different t’s
to estimate 300 different numbers from 0 to 1. The resolution ended up being around 26 days
( 21
300 · 365 ≈ 26).

5Clearly, for similar t, AUC(t) will tend to be close. Then, a simple 2D line plot is feasible and
better to visualize.
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3.3.2 Calibration

Brier Score (BS(t))

Calibration is a probabilistic concept that measures how close the risk estimate is
to the actual risk. A way of expressing this in survival analysis is via the Brier score
[49]. Let Ŝpi(t|xi) be the survival function estimate for the patient pi with feature
vector xi. And Spi(t) = P (T ∗

i > t) be the true survival function for patient i, i.e.
what we are trying to estimate. It would be useful if we could calculate the quantity

MSE(t) = 1
n

∑n
i=1

[
Spi(t)− Ŝpi(t|xi)

]2
. However, Spi(t) cannot be known outside

simulations because we only receive the event times Ti. An alternative out of this
deadlock is, first, to use the information that we get from the dataset, namely, Ti

and Di; second, build a formula having as its expected value the quantity MSE(t).
GRAF et al. supplied the answer. Define Gi(t) = P (C∗

i > t) > 0, then:

BS(t) =
1

n

n∑
i=1


[
Ŝpi(t|xi)

]2
1 {Ti ≤ t,Di = 1}

Gi (Ti−)
+

[
1− Ŝpi(t|xi)

]2
1 {Ti > t}

Gi(t)


(3.12)

A straightforward calculation shows that BS(t) possess our second requirement:

E [BS(t)] = MSE(t) +
1

n

n∑
i=1

Spi(t) [1− Spi(t)] (3.13)

Then, a small value of BS(t) indicates a better calibration, i.e., a value close to
zero indicates better performance. Equation 3.12 is sometimes called IPCW Brier
score to differentiate from the uncensored brier score. Henceforth we will always
consider 3.12 to be the version used. Some caveats about this metric are presented
at [50], while the code implementation used was [32].

Integrated Brier score (IBS)

IBS is a simple summarization of the BS(t) to a single number via integration. Let
T ∗
max > 0 and t0 be the maximum and minimum times that BS(t) is defined, then:

IBS =
1

T ∗
max − t0

∫ tmax

t0

BS(t)dt (3.14)

3.4 Conclusion

Henceforth, this chapter’s T and D correspond to Time and Event from our dataset.
The label is bidimensional: D = {xi,yi}

n
i=1, yi ∈ R2, with yi = (ti, di) e.g. y50 =
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(t50, d50) = (4.56 years, 0) = (4.56 years, censored). As for RMST, the upper limit of
its integral, t∗, will be the maximum value of Time, 21 years. Evidently, all models
and metrics presented here will be used at some stage. It’s important to mention
the purposeful pre-selection of a diversified set of models, carrying distinct inductive
biases.
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Chapter 4

Feature Selection

4.1 Introduction

Feature selection is an approach to reducing data dimensionality by selecting a
subset of important features for model building [51–53].

Consider a dataset D = {xi, yi}ni=1 that has xi ∈ Rd, i.e. d features, and yi ∈
R as labels. {xi}ni=1 can be represented as a matrix X := [x1, . . . ,xn] ∈ Rn×d,
similarly y := [y1, . . . , yn]

⊤ ∈ Rn. Each feature is denoted with a superscript xi =[
x1
i , . . . , x

d
i

]
, where xj

i ∈ R. Feature selection’s objective is a mapping x 7→ z where
x ∈ Rd, z ∈ Rp, with {zj}pj=1 ⊆ {xj}dj=1 and p ≤ d. For instance, if we end up
selecting the first two features from xi, zi = [x1

i , x
2
i ]. Therefore, It forms a new

data representation which can be written as Z := [z1, . . . ,zn] ∈ Rn×p and used
further down the pipeline. Reducing the number of features can lead to a decrease
in model complexity, which ultimately helps to improve the model’s interpretability
[51]. Additionally, it can speed up the model’s training, selection, and inference by
reducing the number of features to process. Most importantly, reducing the number
of features can reduce the risk of overfitting [54–56]. Feature selection is a common
practice in various fields such as microarray data analysis [57], bioinformatics [58–
60], and network intrusion detection [61].

In this chapter, the algorithms used are displayed in section 4.2. The results
obtained are presented in section 4.3, and the final subset of features is discussed in
section 4.4.

4.2 Algorithms

Feature selection algorithms can be classified into three categories: filter-based,
wrapper-based, and embedded methods [51, 57, 62–64]. Filter-based methods do
not involve any model to assist in feature selection. On the other hand, wrapper-
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based methods use established models to evaluate the performance of feature subsets
by training them and assessing their quality using a performance metric. In the case
of embedded methods, the model itself includes a pre-built form of feature selection,
such as LASSO [65] or Elastic Net [66]. These methods incorporate a penalty inside
the loss function that sets the contribution of unimportant features to zero.

Based on empirical evidence [52], the filter-based option is faster but performs
worse on other performance metrics. However, since the computation time for the
other two approaches is feasible, we prefer to eliminate filter-based methods. It’s
worth noting that there are few off-the-shelf embedded methods available for survival
analysis, with Cox-LASSO being the notable exception [65]. Therefore, we prefer
using wrapper-based methods as they provide us the liberty to mobilize any high-
capacity model in section 3.2, and have good performance.

We have utilized the following wrapper-based techniques for our analysis: per-
mutation importance associated with Random Survival Forest (RSF) (section 3.2.1)
and Logistic Hazard (section 3.2.1) models; sequential forward and backward search
associated with these same models plus the K-Means clustering algorithm. We will
provide further explanations for both techniques in the following sections.

4.2.1 Permutation Importance

Permutation importance (PM) [67] is a method used to determine the importance
of the features in a dataset according to a model. PM first divides the dataset
into a training and test set. Then, the model is trained using the training set
and tested using the intact test set, returning a performance metric such as Ctd.
Next, PM shuffles a specific feature on the test set and evaluates the same trained
model using this partially shuffled test set. If this newly returned metric is smaller
than the original metric, PM outputs this decreased performance difference, and we
interpret that the shuffled feature was important after all. However, if this difference
is near zero, shuffling the feature does not matter; consequently, we conclude it is
unimportant. Finally, we select only the feature found to be important.

The model-agnostic version of this algorithm was the version used, similar to
[68]. Detailed pseudo-code is in Algorithm 1, the code implementation used was
[27]. The confidence intervals were built via bootstrap re-sampling.
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Algorithm 1: Model-agnostic Permutation Importance [68, 69]
Input: Trained model f , feature matrix X ∈ Rn×d, labels y ∈ Rn, error

measure L(y, f(X)) ∈ R1, number of iterations K, training/test
fraction splitting q (0 < q < 1)

Output: Vector of feature importances FI ∈ Rd

1 Split X into training Xtrain ∈ R⌊qn⌋×d, ytrain ∈ R⌊qn⌋ and test set
Xtest ∈ R(n−⌊qn⌋)×d, ytest ∈ Rn−⌊qn⌋;

2 Train a model f using Xtrain, ytrain;
3 Estimate the original model error eorig = L(ytrain, f(Xtrain));
/* L can be C-Index or IBS, and f a survival model. */

/* Note that the model f is never retrained. */

4 for j = 1, 2, ..., d do
5 for k = 1, 2, ..., K do
6 Create Xperm

k,j from Xtest by permuting feature j (column j of Xtest);
7 Estimate a new error epermk,j = L(ytest, f(X

perm
k,j ));

8 end
9 Calculate the permutation feature importance

FIj = eorig − 1
K

∑K
k=1 e

perm
k,j ;

10 end
11 Return the vector FI ∈ Rd;

4.2.2 Sequential Forward/Backward Search

Sequential Backward Selection (SBS) [70] takes the whole set of features as input.
Then, It evaluates how good the model’s performance would be in case of removing
one feature. The feature that most helps the model performance by being absent
is permanently deleted. Subsequently, SBS starts again, now with this smaller set.
It keeps deleting until a pre-determined number is reached or up until the subset is
empty. Finally, It returns the subset of features that generated the best performance
or the first subset that plateaued the performance.

Similar to SBS, Sequential Forward Selection (SFS) [71] starts with a subset
containing zero features, then checks which feature most contributes to performance
when added. The winner is added to the subset of zero features, making it a one-
member set. Afterward, It again tests which feature to add, but this second feature
is now added to the one-member set. The winner of this second competition is
added, forming a two-member set. This process continues until a pre-determined
number of features or a performance plateau is reached, returning this last subset.

The code implementation used was [72] together with some adaptations, and
standard deviations were calculated using 5-fold cross-validation. When adding or
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deleting a feature, the implementation always manipulates the original features and
never its unfolded categories in the case of being categorical. For example, the
feature "Indication for CA" was added and deleted just like that, and not as
its constituting categories: "Stable angina", "Unstable angina" and "Myocardial
infarction".

K-Means associated with SFS and SBS

K-Means is an unsupervised clusterization algorithm. Therefore, It cannot, on its
own, generate a survival function for any patient. It can only give labels to each
point in D = {xi,yi}

n
i=1. It does not use the information on the yis. So how can

we use it with SFS and SBS? To use K-Means as a survival analysis model, we
apply the Kaplan-Meier estimator (3.2.1) for each clusterized population. In other
words, after having trained K-Means in a completely unsupervised way, we generate
predictions by returning the Kaplan-Meier of the clusterized population inside which
a patient resides.

4.3 Results

We start with the dataset of shape (13362, 25). This shape was attained in chapter
2; check 2.1 for details. Our objective is to reduce Sinital, |Sinitial| = 25.

Hereafter, models are applied and interpreted. The performance metric associ-
ated with algorithms used is the time-dependent C-Index 3.3.1. Figures 4.1 and 4.2
provide the results generated by the applications of algorithms presented in section
4.2. Permutation Importance (plot (B) in Figure 4.1) scored Peak METs and Age

as the most important, followed by Peak HR, Resting HR and Resting SBP. These
last three are less than a fourth in importance from the first two. The sequential
forward search (plot (C) and (D) in Figure 4.1) show that, for both models, most
of the C-Index boost was attained with Peak METs and Age. Some further increases
were obtained with Sex, Current smoking, and Malignancy. Then, It reaches a C-
Index plateau of about 0.75 for Logistic Hazard and 0.74 for RSF. Further, adding
any other features did not result in any gain.

Lastly, results from K-Means associated with SFS and SBS are presented in
Figure 4.2. Manifestly, after 3 clusters, no improvement was seen for both. The
jump in performance from 2 clusters to 3, followed by no relevant further increase for
4 and 5, openly shows this. In particular, SBS and SFS plateau at two features. The
two selected were Peak METs and Age. Pictorially, the Kaplan-Meier plots are shown
at (A) in figure 4.1 exhibit the three subpopulations’ Kaplan-Meiers generated by
applying K-Means with k = 3. The algorithm was applied to the dataset containing
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Peak METs and Age.

Figure 4.1: Results from feature selection process when applying (A) K-Means (k=3)
exclusively with Peak METs and Age; (B) Permutation Importance with Random
Survival Forest (blue) and Logistic Hazard (red); (C) SFS with Logistic Hazard;
and (D) SFS with Random Survival Forest. For details about feature names, check
table A

.

4.4 Conclusion

Peak METs and Age were the only consistently important feature across models and
methods. Consequently, the subset of selected features is Sfinal={Peak METs, Age},
|Sfinal| = 2. Notice that |Sfinal|

|Sinitial|
= 2

25
= 0.08, a 92.0% reduction. Remember that

the raw dataset came with 260 features, we attained |Sfinal|
260

= 2
260

= 0.0076, a 99.2%

overall reduction.
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Figure 4.2: Results from K-Means associated with SBS and SFS. Colours indicate
the number of clusters.

.
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Chapter 5

Proposed Model

We aim to build an interpretable survival model to predict a patient’s death by any
cause. The feature selection procedure, chapter 4, greatly facilitated our task by
having selected Age and Peak METs. Now, every algorithmic step is faster to run
and interpret.

Currently, the dataset’s shape is (13362, 2). We will follow a standard model
selection process. In section 5.1, a model benchmark possessing performance esti-
mation using the C-Index and IBS is provided. Then, the results are pondered, and
a model is chosen. Next, in section 5.2, the inner workings of the selected model are
revealed by utilizing some tools described in chapter 3.

5.1 Model selection

The models selected for the benchmark are the following: Logistic Hazard 3.2.1,
Survival Tree 3.2.1, Random Survival Forest (RSF) 3.2.1, Cox Proportional Haz-
ards (CPH) 3.2.2, DeepSurv 3.2.2, and LifeTableBaseline 3.2.1. Notice that they
are very different models, with completely different inductive biases and inner work-
ings. The neural network-based methods employed almost flat networks with a
maximum depth of three. The estimation process for C-Index and IBS is the nested
cross-validation procedure as already mentioned in 3.3.1 and 3.3.2, all searched hy-
perparameters are exposed in Table C.1.

The results are shown in Figure 5.1. All models reached a C-Index performance
higher than LifeTableBaseline. This is a positive fact, as all of them are better than
the baseline. Next, their IBS is very similar. Even the slight difference in Logistic
Hazard is relatively small, from 0.0980 to 0.0103. Therefore, we will not use IBS to
guide the selection decision.

Logistic Hazard, CPH, and DeepSurv attained similar performance around 0.73.
RSF got 0.725, and Survival Tree obtained an average of 0.71. We eliminate the
Logistic Hazard and DeepSurv models because they are harder to interpret. Even
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Figure 5.1: This figure presents the models’ benchmark measured with C-Index and
IBS, estimated with nested cross-validation.

though it is capable of maintaining a neural network depth of 2, It is not worth the
mild performance boost. Consequently, we need to decide between CPH and Survival
Tree. Albeit simple to interpret, CPH does not stratify patients into risk profiles1

which is an advantage for medical purposes to guide clinical decisions. Moreover,
despite being semiparametric, CPH still forces a strong assumption on data, namely,
the proportional hazards assumption. This is unnecessary when we have a nonpara-
metric model working similarly. The third reason to prefer the Survival Tree instead
of the CPH is the fact that the inferences can be made in a manifestly clear manner

1Of course, this is possible to do by constructing ad hoc thresholds on the resulting summed
risk

∑p
i=1 βixi. The point is that this procedure is not straightforward, and It is not something

automatically done by CPH.
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by just utilizing figure 5.2.
On account of these reasons, the model selected is the Survival Tree model 3.2.1.

5.2 Final model

The Survival Tree obtained a (95% CI) C-Index of 0.710 (0.703−0.715), and an IBS
of 0.097 (0.096− 0.098). The way to generate inferences via the decision thresholds
is displayed in figure 5.2. We need to “answer” the Yes and No questions from the
node on the top until it hits a leaf node based on the patient’s characteristics. Then,
the survival function returned is the Kaplan-Meier of the leaf node’s subpopulation.

Figure 5.2: This picture shows the decision tree, which dictates how the Survival
Tree processes information and returns a survival function.
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Figure 5.3: (A) the RMST for a grid of values involving Peak METs and Age. (B)
AUC(t) for the Survival Tree.

The AUC(t) (figure 5.3) showed early, up to 1 year, and late, more than 20
years, low performance with huge uncertainty. This unpredictability was caused
by the presence of a tiny number of deaths occurring before t = 1 year, only 49,
and after 20 years, only a single death occurred. Explicitly, before the first year,
the AUC(t) was 0.764 (0.417 − 0.951); between 1 and 3 years, the AUC(t) was
0.700 (0.581 − 0.804); between 3 to 20 years, 0.734 (0.687 − 0.779); after 20 years,
0.707 (0.414−0.861). Therefore, we advise only to construct inferences for a question
involving times after the first year and before 20 years. The RMST in figure 5.3 (A)
provides a clear visualization of the risk groups via heatmap with color-coded years.
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Chapter 6

Results and Discussions

Results1:

• Peak METs is the most important feature for long-term overall survival predic-
tion.

• Peak METs consistently scored higher than Age. This constitutes a surprise as
a model that predicts overall survival should be strongly connected with the
patient’s age.

• A long-term, interpretable survival model was obtained that can be easily used
by any practitioner just by inspecting figure 5.2.

• Features usually regarded as important in the literature, like CAD extent and
therapeutic management, were outperformed by Peak METs and Age.

Limitations and shortcomings:

• We cannot infer if the model will generalize to patients with CAD who did
not attend cardiac rehabilitation. This could have been curtailed if the feature
indicating CR completion had not been corrupted.

• Potential confounding factors like concomitant use of cardiovascular disease
medications were not available to help build the model. This problem is less-
ened in our case because we did not commit to causal analysis and only claimed
a prediction approach.

• Each patient only generated a “row” of data at a single point in time. There
were no longitudinally repeated measurements throughout which a richer view
of the relation between feature and survival could have been undertaken.

1Unless stated otherwise, all assertions present here apply only to a population having similar
characteristics to our dataset of 13362. Briefly, they consist of individuals with CAD who were
referred to a CR program. Detailed information in chapter 2.

31



Chapter 7

Additional results: SurvMixClust

7.1 Introduction

When dealing with survival problems, it is important to identify subgroups that
have similar survival profiles. This is especially crucial in the medical domain, where
identifying heterogeneous treatment effects is vital. In section 4.2.2, we discussed the
model K-Means associated with SFS and SBS for feature selection 4. However, this
model is not suitable for survival data, and it works as an ad-hoc pipeline. Therefore,
there is a need for an algorithm that can simultaneously solve the survival problem
and cluster it properly. By using such an algorithm, we can enrich our analysis of
the PROtECT dataset.

We solved this problem by creating a new clusterization algorithm that is gen-
eral and can be applied to any survival data with right-censoring1. We name it
SurvMixClust: Surv from its capability of returning a survival function, Mix
from the fact that it uses a finite mixture of components, and Clust from its clus-
terization capability.

In this chapter, the model is explained in a general way matching a stand-alone
article describing SurvMixClust, plus specific results for the PROtECT dataset.
We motivate the algorithm in section 7.2, and expose related works in 7.3. Defi-
nition and training are delineated in 7.4. Then, results from the PROtECT and
other datasets are shown in section 7.5, followed by a discussion in 7.6. Finally, we
complete with a conclusion in 7.7.

1Note that other kinds of censoring can be mathematically transformed into the right-censored
case. For instance, left-censoring can be transformed into the right-censoring case by multiplying
the time labels by -1 [73].
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7.2 Motivation

Cluster analysis of survival data can identify similar groups in time-to-event distri-
bution, aiding in disease subtyping, risk stratification, and clinical decision-making.
Precision medicine can benefit from these algorithms [74]. There are only a few
specialized algorithms available for this task, but they are beginning to receive more
attention.

Some models attempt to create clusters without jointly learning clustering and
prediction, such as using a pipeline with the help of a CoxPH model [75] or a
hierarchical clustering approach [76, 77]. However, these algorithms are not able to
provide clusters that are also good at predicting the survival event. Leaving open
questions about whether we could not find better groups that are more diversified
in regard to survival. Recently, models that learn a latent representation together
with the time-to-event prediction problem have been created, such as [18] and [78].
Even so, when compared to normal survival methods, their predictive performance
is lacking, so practitioners may have uncertainty about using them as a stand-
alone model. Moreover, their resulting clusterization underwhelms in regards to
how diversified the survival functions are.

To address this issue, we offer the following contributions:

• We propose the SurvMixClustalgorithm for clustering survival data. It si-
multaneously learns a latent representation and solves the time-to-event prob-
lem. It can also return a customized survival function for each data point,
functioning similarly to standard survival models.

• The SurvMixClustalgorithm can identify clusters with highly diversified sur-
vival functions, each displaying distinctive curves. Additionally, it can find
clusters with a balanced number of data points. Compared to other clustering
algorithms, it has demonstrated better predictive performance when evalu-
ated using the time-dependent c-index metric across all datasets [79]. Our
algorithm also outperformed three out of five datasets when evaluated using
the log-rank metric, which measures the quality of the clustering.

• SurvMixClustperforms as well as survival models that do not cluster like
the Random Survival Forest model in terms of predictive performance, as
measured by the time-dependent c-index survival metric.

• The code for the model is publicly accessible and can be found at
https://github.com/buginga/SurvMixClust. We follow the basic scikit-learn
API.
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7.3 Related Works

SurvMixClust uses the traditional model-based approach for clustering, as out-
lined in [80]. The statistical literature contains work using mixtures of parametric
distributions for the survival analysis problem, such as [81–84]. However, our main
objective is to create a mixture with nonparametric distributions.

In the machine learning literature, [18] provides a Bayesian nonparametric ap-
proach under the name Survival Cluster Analysis (SCA), using latent representation
and distribution matching techniques. Our method differs in model structure: we
include the features with a multinomial logistic regression instead of a neural net-
work; training: SurvMixClust uses EM instead of stochastic gradient descent on
minibatches like SCA; choice of the number of clusters: in our case, the number
of clusters is a hyperparameter, not for SCA. [85] created the DeepCLife model,
which finds the clusterization by optimizing the pairwise distance via the logrank
score. Similarly to SCA, our model clusters jointly with the predictive time-to-event
problem from a latent space point of view, rendering it different from DeepCLife.
Also, VaDeSC [78] was proposed as a variational deep survival clustering model.
It utilizes a VAE (variational auto-encoder) regularized by a Gaussian mixture to
create a latent space, then used to control a survival density function as a mixture
of Weibull distributions. The main dissimilarity is, again, the parametric approach.

Our model builds upon [86], using the same basic non-parametric clusterization
for the time labels. The difference is that we use the features to model the mixing
proportions and build for more than two clusters, among other changes. Moreover,
we compare predictive performance with other models.

7.4 Algorithm

The theoretical framework used is the same as in 3.1, with T = min{T ∗, C∗}, and
D = 1{T ∗ ≤ C∗}. Datasets are assumed to come from an i.i.d. process with
samples of the form: D = {xi,yi}

n
i=1, with xi ∈ Rm (m is the number of features),

and yi = (ti, di), with T ∼ ti, D ∼ di, and X ∼ xn. Z is the discrete latent
variable modeling the clusters. Further, we assume random censoring, i.e. T ∗ is
statistically independent of C∗, and figure 7.1 presents a graph model with the
rest of the independence assumptions. These assumptions are necessary in order to
obtain a feasible data likelihood, to be able to use the Kaplan-Meier estimator [7],
and as an intentional modeling constraint.

All relevant notation used throughout this chapter is presented in table 7.1.
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X Z T*

C*
T

Figure 7.1: Graph model representing independence assumptions for the main
model. Notice how the features X can only influence T ∗ via the clusterization
Z.

7.4.1 Definition

The model is a finite mixture of K nonparametric distributions, wherein the mixing
weights are calculated via a multinomial logistic regression using the features as in-
put. Figure 7.1 diagrammatically presents the model. Notice how X only influences
T ∗ through Z. Additionally, each cluster possesses its own fixed nonparametric
distribution, which models how T ∗ behaves.

Logistic regression was selected because it’s one of the most simple and inter-
pretable models that can be used to model mixing proportions [80]. When using
features, the model-based clustering approach often selects it as the primary op-
tion. Expectation-maximization training can require dozens of iterations, making
a lightweight model desirable. Even so, as section 7.4.2 makes clear, the logistic
regression model can be easily exchanged by any other probabilistic model of a fi-
nite discrete random variable. This change can be helpful for datasets containing
features with an exploitable structure, like images, for which a convolutional neural
network might be a better fit.

Writing f(t) = P (T ∗ = t) and S(t) = P (T ∗ > t), the model with K clusters can
be presented as,

f (t∗i | xi) =
K∑
k=1

τk (xi) f (t∗i | θk) (7.1)

τk (xi) =
exp

(
βT
k xi

)∑K
l=1 exp (β

T
l xi)

(7.2)
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It is possible to obtain an intuitive form that includes the survival function:

S (t∗i | xi) =
K∑
k=1

τk (xi)S (t∗i | θk) (7.3)

The distributions and parameters to be found are θ = {S(.|θz), f(.|θz)}Kz=1∪{β}.

7.4.2 Training with Expectation-Maximization

The training is done via a standard combination of maximum likelihood estimation
and the bound optimization algorithm called Expectation-Maximization [87]. Con-
cretely, we first need to derive the expected complete data log-likelihood equation
as a function of the data D = {xi,yi}

n
i=1 and θ. Then, calculate the algorithmic

details of the expectation and maximization steps.
Before building the maximum likelihood estimator, we need a helpful formula

from [32], derivation at D. In general, we can write:

P(T = t,D = d) =
[
f(t)I(d=1)S(t)I(d=0)

]
·
[
fC∗(t)I(d=0) (SC∗(t) + fC∗(t))I(d=1)

]
(7.4)

Let’s define h(t) as follows: h(t) =
[
fC∗(t)I(d=0) (SC∗(t) + fC∗(t))I(d=1)

]
. Based

on our assumptions presented in figure 7.1, we can recognize that h(tn|zn = l) is
equal to h(tn). Then,

P(T = t,D = d, Z = z | θ) = Pθ(Z = z)f(T = t,D = d | Z = z;θ)

= Pθ(Z = z)f (t | θz)I(d=1)S (t | θz)I(d=0)h(t)
(7.5)

Equation 7.5 is going to be used for the calculation of the expected complete
data log-likelihood LLt(θ). We use the following notation for the cluster’s labels:
zn ∈ [1, ...K], and znk = I (zn = k). For the Expectation step at the iteration (t),
it’s necessary to calculate the posterior membership probability of cluster k for the
datapoint n, details at D:

r
(t)
nk = P

(
zn = k | tn, dn, xn;θ

(t)
)

=

[
f (tn | θk)I(dn=1)S (tn | θk)I(dn=0)

]
τ
(t)
k (xi)∑K

l=1

[
f (tn | θl)I(dn=1)S (tn | θl)I(dn=0)

]
τ
(t)
l (xi)

(7.6)

Using the equation E [znk] = r
(t)
nk and equation 7.5, the Maximization step at (t)

can be expressed as follows:
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LLt(θ) =
∑
n

Eqtn(zn) [log P(T = tn, D = dn, Z = zn | X = xn;θ)]

=
∑
n

∑
k

r
(t)
nk log τk (xn)+

+
∑
n

∑
k

r
(t)
nkI (dn = 1) log f

(
tn | θ(t)k

)
+

+
∑
n

∑
k

r
(t)
nkI (dn = 0) logS

(
tn | θ(t)k

)
+

+
∑
n

∑
k

r
(t)
nk (h(tn))

(7.7)

As
∑

n,k r
(t)
nkh(t) does not depend on θ, we will only maximize the remaining

three terms of equation 7.7.

7.4.3 Training Algorithm

Utilizing equations 7.7 and 7.6, the model is trained with stochastic expectation
maximization [88], similar to the one used in section 4.2 of [86]. A single run of the
entire algorithm follows the steps:

0. Hyperparameters: establish the value of the number K of clusters (K ∈
{2, 3, 4, ...}).

1. Initialization: For each i ∈ {1, ..., n}, zi is assigned a label from {1, ..., K}
with equal probability, i.e., completely random assignment.

Then, repeat until convergence the following two steps:

2. E-Step: For each i ∈ {1, ..., n}:

q
(t)
i = argmax

k

(
f
(
ti | θ(t)k

)I(d=1)

S
(
ti | θ(t)k

)I(d=0)

τ
(t)
k (xi)

)
r
(t)

iq
(t)
i

= 1

r
(t)
ik = 0, ∀k ∈ {1, ..., K} and k ̸= q

(t)
i

(7.8)

3. M-Step: For each k ∈ {1, ...K}, denote groupk = {i ∈ {1, ..., n} | r(t)ik = 1},
i.e., groupk include all data points that were assigned the exclusive label of k.
Repeat the following steps for each k.

(a) S
(
t | θ(l+1)

k

)
is estimated with the Kaplan-Meier estimator [7] using the

data points in groupk.
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(b) f
(
t | θ(l+1)

k

)
is calculated using a nonparametric presmoothed estimator

[89], its bandwidth is selected via plug-in estimate and fixed for all EM
steps in order to reduce computation time.

(c) Finally, for estimating τ (l+1) we train a multinomial logistic regression
classifier. The labels are the q

(t)
i calculated at the E-Step. Specifically,

the training data for the classifier is Dreg =
{
xi, q

(t)
i

}n

i=1
. This training

is done as a standard supervised learning problem.

7.5 Results

7.5.1 Public Datasets

These experiments compare the proposed algorithm with other survival models,
including purely time-to-event and clusterization algorithms. The former group
includes the Random Survival Forest 3.2.1, the Cox Proportional Hazards (CoxPH)
3.2.2, Logistic Hazard (neural network model) 3.2.1. The latter group is formed by
our proposal, the Survival Cluster Algorithm (SCA) [18], and K-means Survival.
Further methodological details, including hyperparameters searched, are included in
the appendix’s subsections C, D, and E. The number of clusters searched for K is
{2, 3, 4, 5, 6, 7}.

K-means Survival is simply the common K-means but interpreted as a fully-
fledged survival model, i.e., It can return a survival function for each data point. It
manages to do it by training as usual in an unsupervised way, but for the inference,
it returns for a data point the Kaplan-Meier of the population inside its inferred
cluster.

Table 7.2 lists the publicly accessible datasets used for the experiments. SUP-
PORT, Study to Understand Prognoses Preferences Outcomes and Risks of Treat-
ment [90]; FLCHAIN, The Assay of Serum Free Light Chain (FLCHAIN) [91];
GBSG, The Rotterdam & German Breast Cancer Study Group [92]; METABRIC,
The Molecular Taxonomy of Breast Cancer International Consortium [93]; the
Worcester Heart Attack Study (WHAS500), specifically the version with 500 pa-
tients [94]. In all experiments, continuous features were imputed with their mean
and categorical features with their mode, followed by one-hot encoding. The labels
were kept unchanged.

The first metric utilized is the time-dependent C-index 3.3.1, which is calculated
by treating all models as purely time-to-event survival models. For an evaluation of
clusterization, the logrank score between clusterized populations is used [95].

Figure 7.3 displays the time-dependent C-index outcomes for different datasets
and models. In the chart, "(ours)" indicates the approach proposed in this paper.
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The SurvMixClust model outperforms the clustering-based models (SCA and K-
means Survival) in all datasets. When compared to purely predictive models, it
shows a similar performance for the GBSG and WHAS500 datasets. However, for
the METABRIC and FLCHAIN datasets, it falls into the second performance tier
and is statistically similar to the RSF and CoxPH models, respectively. Finally, for
the SUPPORT dataset, SurvMixClust ranks third in performance, together with
CoxPH.

Similarly, figure 7.4 depicts the logrank results, which show higher log-rank met-
rics in the SUPPORT, FLCHAIN, and WHAS500 datasets. Additionally, the log-
rank metric is similar to SCA for the GBSG dataset but worse for the METABRIC
dataset.

Also, an explicit test set’s clusterization is shown in figure 7.2 for the SUPPORT
dataset. It can be inspected that both SCA and SurvMixClust have more different
and distributed clusters than pure K-means; this is expected as both use information
from labels. The advantage is the fact that SurvMixClusthas clusters with a more
balanced size, and it’s more spread out than the other two options. This pattern
remained across different experiments.

7.5.2 PROtECT dataset

PROtECT is the dataset presented in chapter 2 and used for the model in chapter
5. We trained SurvMixClust with this dataset containing the original 25 features
pre-feature selection (check 2.1 for the entire list). After a benchmark comparing
the best number of clusters in the set {2, 3, 4, 5, 6, 7} using a validation set, the best
hyperparameter was K=7. Figure 7.5 reveals a specific clusterization with K=7 and
a C-Index of 0.712, slightly better than the Survival Tree model in 5.2. This same
clusterization is partially shown in figure 7.6 with the help a scatter plot of Peak

METs and Age. Notice how the clusters have a natural Gaussian-looking format.

7.6 Discussion

The SurvMixClustis a model that can produce clusterizations that reveal diverse
population distributions with distinct survival profiles, which makes it ideal for dis-
covering different groups. Some positive aspects of this model include: (i) a majority
of runs result in balanced clusters; (ii) it possesses better predictive performance re-
garding the c-index metric when compared to algorithms that cluster across all
datasets, and it competes with purely predictive survival models; (iii) it performed
better in three out of the five datasets in the log-rank metric against the other clus-
terization algorithms; (iv) the model’s structure and training enable it to be adapted
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Figure 7.2: Test set’s clusterization for the SUPPORT dataset returned by the mod-
els: SCA, K-means, and our proposal (SurvMixClust). The initial row shows the
Kaplan-Meier of the cluster’s subpopulations and the calculated confidence intervals.
The row below shows the same survival functions, but now without the confidence
intervals and the number of data points inside each cluster.

for other types of data by replacing the multinomial regression with other models
with the same output.

While using our algorithm, it’s important to note that there might be a higher
variance in metrics between different runs with the same training data, compared
to algorithms that do not use Expectation Maximization in training. Therefore, it
may be necessary to run multiple EM runs to select the best hyperparameter K or
to find the most suitable trained model, as some degree of exploration is required.

Another pronounced fact is the competitive performance of K-means Survival
with SCA, as shown in figure 7.3 and 7.4. This can be due to the small to medium
dataset sizes used, as SCA uses neural networks that can provide the chance for
better scaling.

Finally, there are some guiding principles to keep in mind for proper model use.
Firstly, even if a specific trained model acquires high values of C-index, it is advisable
to visually check the clusterization on the training and validation sets before making
a choice. Often, a more modest C-index (closer to the mean) has better-behaving
survival functions. Secondly, if there is a need to return the survival function for a
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Figure 7.3: Time-dependent C-index across datasets and models. Each boxplot
displays 20 samples.

data point, it is overall better to do full inference using equation 7.3 instead of just
returning the survival function of its most probable cluster. This is what we do in
all metrics calculations that are amenable to this.

For the application of SurvMixClust to the PROtECT dataset, we obtained
a C-Index performance of 0.712 with K=7 clusters which is competitive with all
purely predictive models, as can be inspected from figure 3.3. The main reason
that we did not use this model for the final proposed model is that the inference
requires the calculation of the posterior, necessarily requiring a computer or deployed
model, while the Survival Tree model in chapter 5 only requires checking figure 5.2
in order to do inference. It is worth noting that medical practitioners explicitly
communicated the need for the models to be easily usable.

7.7 Conclusion

We developed an innovative algorithm called SurvMixClust, which can clus-
ter survival data effectively. The goal behind developing this algorithm was
to identify subgroups with different survival profiles while still maintaining a
lightweight model that can accurately predict a survival function. To achieve
this goal, SurvMixClust uses a non-parametric model-based clusterization frame-
work that is specifically adapted for right-censored time-to-event data. Our ex-
periments have shown that this approach is highly effective in identifying sub-
groups with markedly different survival function formats, even on the PROtECT
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Figure 7.4: Logrank score across datasets and models. Each boxplot displays 20
samples.

Figure 7.5: SurvMixClust’s clusterization results for K=7. Notice how the survival
functions are spread out, showing different survival profiles. We can also see the fact
that the clusters are balanced. These curves are the seven components of the mixture
of the fully-trained model, i.e. the S’s in equation 7.3. It obtained a C-index of 0.712.

dataset. This tool can be used by practitioners to detect evidence of heterogeneous
treatment effects. The code for the model is publicly accessible and available at
https://github.com/buginga/SurvMixClust.
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Figure 7.6: SurvMixClust’s clusterization results for K=7, it is exactly the same
model in figure 7.5, including matching colors. It displays only three clusters inside
a scatter plot with features Peak METs and Age. Some random normal noise was
introduced into Peak METs in order to facilitate visualization (normal with mean
zero and variance 0.1).
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Table 7.1: Notations and definitions used throughout chapter 7.

Notation Description

T ∗ random variable for ground-truth
time-to-event

C∗ random variable for ground-truth
censoring process

fC∗(t) density function for C∗

SC∗(t) survival function for C∗

f(t) density function for T ∗

S(t) survival function for T ∗

T random variable for possibly cen-
sored time-to-event, defined as T =
min{T ∗, C∗}

ti possibly censored time-to-event for
datapoint i

D binary random variable for censor-
ing indication; defined as D =
1{T ∗ ≤ C∗}, i.e. D = 1 represents
that the event happened, and D = 0
that it was censored

di censoring indication for datapoint i
Z discrete random variable taking val-

ues in {1, ...,K}, modelling cluster
attribution

xi m-dimensional vector of covariates
for datapoint i

yi 2-dimensional label vector for data-
point i, defined as yi = (ti, di)

τ multinomial logistic regression mod-
eling the mixture proportions

K integer indicating the number of
clusters for the main model

θ includes all parameters for the EM
θk indicates the non-parametric distri-

bution for cluster k
β K-dimensional vector of the coeffi-

cients for the multinomial regression

Table 7.2: Publicly accessible datasets used for the benchmark.

Dataset Name Shape Censoring (
∑N

i=1 I(di=0)
N )

SUPPORT (8873, 14) 31.9%
FLCHAIN (7874, 26) 72.4%
METABRIC (1904, 9) 42.0%
GBSG (2232, 7) 43.2%
WHAS500 (500, 14) 43.0%
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Chapter 8

Conclusion

Our work embarked on the opportunity to apply classical and new methods in the
realm of survival analysis to generate valuable and actionable knowledge in the vital
domain of cardiology.

The PROtECT study dataset had a large number of patients and provided access
to the original practitioners who built the dataset, which is not commonly seen in
medical applications. Our goal was to build an interpretable model to predict long-
term survival using this dataset. To achieve this, we performed extensive data pre-
processing and multi-piece feature selection. This process resulted in a remarkable
99.2% reduction in the number of features. We then did a benchmark and analyzed
the results, leading us to choose the Survival Tree model. Finally, we presented
every aspect of the final model, concluding with a decision tree and Kaplan-Meiers
graph that allows for straightforward inspection and production of inferences.

Moreover, we developed SurvMixClust, a novel algorithm for clusterization of
survival data. It was motivated by the need to identify subgroups with different
survival profiles and still have a lightweight model predicting a survival function
having competitive performance. SurvMixClust solved these prerequisites using
a non-parametric model-based clusterization framework that was adapted for right-
censored time-to-event data. Experimentation revealed its effectiveness in identi-
fying subgroups with sharply different survival function formats, including for the
PROtECT dataset. Practitioners can use this tool to identify evidence of hetero-
geneous treatment effects. The model’s code is publicly accessible and available at
https://github.com/buginga/SurvMixClust.

Future works include a Bayesian approach using the survival functions given by
the census [43] as a prior, as hinted in LifeTableBaseline. Another avenue is to
obtain information about the extent of the completion of the cardiac rehabilitation
program. In this way, a proper causal analysis for observational data can be adopted
[96, 97], especially the targeted maximum likelihood estimation method [98]. Finally,
SurvMixClust could be adapted to deal with the competing risks scenario.
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Feature Group Data type Further Description Values
Peak METs Exercise stress test Continuous Peak metabolic equivalents 2.0-16.8, 7.4±2.1

Peak DBP Exercise stress test Continuous Peak diastolic blood pressure (mmHg)
50-140, 74±11

Missing: 649 (5)

Peak SBP Exercise stress test Continuous Peak systolic blood pressure (mmHg)
90-260, 159±27
Missing: 524 (4)

Peak HR Exercise stress test Continuous Peak heart rate (bpm)
40-110, 68±12

Missing: 510 (4)

Resting DBP Exercise stress test Continuous Resting diastolic blood pressure (mmHg)
50-120, 73±10

Missing: 574 (4)

Resting SBP Exercise stress test Continuous Resting systolic blood pressure (mmHg)
80-180, 118±18
Missing: 607 (5)

Resting HR Exercise stress test Continuous Resting heart rate (bpm)
40-110, 68±12

Missing: 510 (4)
Age Clinical Continuous (years) 21-92, 60±11

BMI Clinical Continuous Body mass index
15-60, 29±5

Missing: 1,414 (11)

Number of vessels diseased Clinical Categorical —

One vessel = 4,811 (36)
Two vessels = 3,961 (30)

Three vessels = 3,705 (28)
Left main = 885 (7)

Management strategy for CAD Clinical Categorical Cardiac referral at time of catheterization

Medical management = 1,535 (11)
PCI = 8,159 (61)

CABG = 1,724 (13)
Missing: 1,944 (15)

Sex Clinical Binary —
Men = 10,962 (82)

Women = 2,400 (18)

Indication for CA Clinical Categorical Indication for catheterization
Stable angina = 3,195 (24)

Unstable angina = 2,194 (16)
Myocardial infarction = 7,973 (60)

LVEF Clinical Categorical Left ventricular ejection fraction

>50% = 9,340 (70)
35-50% = 2,414 (18)
20-34% = 371 (3)
<20% = 42 (0)

Missing: 1,195 (9)

Hypertension Comorbidity Binary —
Yes = 8,041 (60)
No = 5,321 (40)

Diabetes Comorbidity Binary Diabetes mellitus (Type I or Type II)
Yes = 2,721 (20)
No = 10,641 (80)

Dyslipidemia Comorbidity Binary —
Yes = 9,086 (68)
No = 4,276 (32)

Current smoking Comorbidity Binary Smoking at the time of its measurement
Yes = 3,550 (27)
No = 9,812 (73)

CHF Comorbidity Binary Congestive heart failure
Yes = 735 (6)

No = 12,627 (95)

COPD Comorbidity Binary Chronic obstructive pulmonary disease
Yes = 1,329 (10)
No = 12,033 (90)

Family History Comorbidity Binary Family history of coronary artery disease
Yes = 3,639 (27)
No = 8,556 (64)

Missing: 1,167 (9)

PVD Comorbidity Binary Peripheral vascular disease
Yes = 587 (4)

No = 12,775 (96)

CEVD Comorbidity Binary Cerebral vascular disease
Yes = 481 (4)

No = 12,881 (96)

Renal insufficiency Comorbidity Binary —
Yes = 194 (1)

No = 13,168 (99)

Malignancy Comorbidity Binary —
Yes = 476 (4)

No = 12,886 (96)

Table A.1: Feature’s dictionary.
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Appendix B

Hyperparameters

Model Hyperparameter

Logistic Hazard

num_nodes: [[1], [2], [3], [4], [5], [8],
[2]*2, [3]*2, [4]*2, [5]*2, [8]*2,
[2]*3, [3]*3 , [4]*3, [5]*3, [8]*3
],
dropout: [0, 0.2, 0.5,0.8],
num_durations: [10, 50, 100]

DeepSurv

num_nodes: [[2], [3], [5], [8], [10], [16], [32],
[2]*2, [3]*2, [5]*2, [8]*2, [10]*2, [16]*2, [32]*2,
[2]*3, [3]*3 , [5]*3, [8]*3 , [16]*3, [32]*3
],
dropout: [0, 0.2, 0.5, 0.8]

Random Survival Forest (RSF)
max_depth: [5],
min_samples_leaf: [50, 150],
n_estimators: [50, 100]

Survival Tree
max_depth: [2,3,4,5],
min_samples_leaf: [30, 100, 150, 300, 500, 750, 1000],
min_samples_split: [4, 8, 50, 100]

Cox Proportional Hazard (CPH)
l2_reg: [1e-4, 1e-2, 1],
lr: [1,0.5, 0.01]

Table B.1: Hyperparameters used for the model benchmark in chapter 5
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Appendix C

Hyperparameters used in
SurvMixClust

Model Hyperparameters

RSF
max tree depth: [3, 5, 8],
min # of samples required to be at a leaf node: [20, 50, 150],
number of trees: [50, 100, 200]

CoxPH l2 regularization factor: [0.0001, 0.01, 1],
lr: [1, 0.5, 0.01]

K-means Survival number of clusters: [2, 3, 4, 5, 6, 7]
SurvMixClust number of clusters: [2, 3, 4, 5, 6, 7]

Logistic Hazard

neural network architecture: [[1], [2], [3], [5], [8],
[2, 2], [3, 3], [5, 5], [8, 8],
[2, 2, 2], [3, 3, 3], [5, 5, 5], [8, 8, 8]],
dropout: [0, 0.2, 0.5, 0.8],
number of divisions of the output time axis: [10, 50, 100]

SCA default from the paper’s code

Table C.1: Hyperparameters used for the benchmark that tested SurvMixClust’s
performance.
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Appendix D

Mathematical Derivations

Using the notation in table 7.1 and the same assumptions, we give the details of the
derivations needed to arrive at equations 7.4, 7.5, 7.7 and 7.6. Firstly, for equation
7.4, remember how the pertinent random variables were defined: T = min{T ∗, C∗}
and D = 1{T ∗ ≤ C∗}. These probability events are rewritten in a better-equipped
format for our aims:

P(T = t,D = d) = P (T ∗ = t, C∗ ≥ t)I(d=1) P (T ∗ > t,C∗ = t)I(d=0)

= [P (T ∗ = t) P (C∗ ≥ t)]I(d=1) [P (T ∗ > t) P (C∗ = t)]I(d=0)

= [f(t) (SC∗(t) + fC∗(t))]I(d=1) [S(t)fC∗(t)]I(d=0)

=
[
f(t)I(d=1)S(t)I(d=0)

] [
fC∗(t)I(d=0) (SC∗(t) + fC∗(t))I(d=1)

] (D.1)

Equation 7.6 for r
(t)
nk is derived with the help of the fact that h(t) =[

fC∗(t)I(d=0) (SC∗(t) + fC∗(t))I(d=1)
]

and h(tn|zn = l) = h(tn):
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r
(t)
nk = P

(
zn = k | tn, dn, xn;θ

(t)
)

=
P
(
tn, dn | zn = k;θ(t)

)
P
(
zn = k | xn;θ

(t)
)

∑K
l=1 P

(
tn, dn | zn = l;θ(t)

)
P
(
zn = l | xn;θ

(t)
)

=
P
(
tn, dn | zn = k;θ(t)

)
τ
(t)
k (xi)∑K

l=1 P
(
tn, dn | zn = l;θ(t)

)
τ
(t)
l (xi)

=
P
(
tn, dn | zn = k;θ(t)

)
τ
(t)
k (xi)∑K

l=1 P
(
tn, dn | zn = l;θ(t)

)
τ
(t)
l (xi)

=
f (tn | θk)I(dn=1)S (tn | θk)I(dn=0)h(tn|zn = k)τ

(t)
k (xi)∑K

l=1 f (tn | θl)I(dn=1)S (tn | θl)I(dn=0)h(tn|zn = l)τ
(t)
l (xi)

=
f (tn | θk)I(dn=1)S (tn | θk)I(dn=0)h(tn)τ

(t)
k (xi)∑K

l=1 f (tn | θl)I(dn=1)S (tn | θl)I(dn=0)h(tn)τ
(t)
l (xi)

=
f (tn | θk)I(dn=1)S (tn | θk)I(dn=0)

���h(tn)τ
(t)
k (xi)∑K

l=1 f (tn | θl)I(dn=1)S (tn | θl)I(dn=0)
�

��h(tn)τ
(t)
l (xi)

=

[
f (tn | θk)I(dn=1)S (tn | θk)I(dn=0)

]
τ
(t)
k (xi)∑K

l=1

[
f (tn | θl)I(dn=1)S (tn | θl)I(dn=0)

]
τ
(t)
l (xi)

(D.2)

Equation 7.7 is a direct application of 7.5:

LLt(θ) =
∑
n

Eqtn(zn) [log P(T = tn, D = dn, Z = zn | X = xn;θ)]

=
∑
n

Eqtn(zn)

[
log Pθ(Z = zn | X = xn)f

(
tn | θ(t)zn

)I(dn=1)
S
(
tn | θ(t)zn

)I(dn=0)
h(tn)

]
=
∑
n

Eq

[
log τzn (xn) f

(
tn | θ(t)zn

)I(dn=1)
S
(
tn | θ(t)zn

)I(dn=0)
h(tn)

]
=
∑
n

Eq

[
log
∏
k

(
τk (xn) f

(
tn | θ(t)k

)I(dn=1)

S
(
tn | θ(t)k

)I(dn=0)

h(tn)

)znk

]
=
∑
n

∑
k

E [znk] log τk (xn)+

+
∑
n

∑
k

E [znk] log f
(
tn | θ(t)k

)I(dn=1)

S
(
tn | θ(t)k

)I(dn=0)

+

+
∑
n

∑
k

E [znk] log (h(tn))

(D.3)
Finally, the terms that are searched to find the value of q(l)i were arrived at by the

following straightforward relation. Notice that the denominator is not dependent
on k, so It can be taken out of the argmax:
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k

(
r
(t)
ik

)

q
(t)
i = argmax

k

[
f
(
ti | θ(t)k

)I(d=1)

S
(
ti | θ(t)k
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τ
(t)
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f
(
ti | θ(t)l
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S
(
ti | θ(t)l

)I(d=0)
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τ
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q
(t)
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f
(
ti | θ(t)k

)I(d=1)

S
(
ti | θ(t)k

)I(d=0)
]
τ
(t)
k (xi)

)
(D.4)
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Appendix E

Visualizing the survival functions
generated by SurvMixClust

Figure E.1 displays the survival functions of the clusterized populations which were
generated by SurvMixClust. Each card corresponds to a dataset, all of which were
present inside 7.5.1. A randomly selected trained model for each number of clusters
(2, 3, 4, 5, 6, 7) is used to cluster the test set. The survival function of these grouped
populations, via Kaplan-Meier, is exhibited inside each card.

As mentioned in the main text, most inferred clusterization displays good qual-
itative distribution of heterogeneous populations, discovering different survival pro-
files. A further point is the balanced character of each cluster; no cluster has too few
members, as can be immediately seen by the size of the Kaplan-Meier’s confidence
interval.
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Figure E.1: Inferred clusterizations generated by SurvMixClust. Each card corre-
sponds to a dataset. A randomly selected trained model for each number of clusters
is used to cluster the test set. The survival function of these populations, via Kaplan-
Meier, is exhibited inside each card.
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