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Bio – AT&T Labs – Down the Hall

I M.R. Garey, R. L. Graham, D.S. Johnson, and D.E. Knuth
Complexity results for bandwidth minimization
SIAM J. Appl. Math. 34 (1978), 477–495

I M.R. Garey, D.S. Johnson, and R.E. Tarjan
The planar Hamiltonian circuit problem is NP-complete
SIAM J. Computing 5 (1976), 704–714
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The Guide – Computers and Intractability

“Despite that 23 years have passed
since its publication, I consider Garey
and Johnson the single most
important book on my o�ce
bookshelf. Every computer scientist
should have this book on their
shelves as well. NP-completeness is
the single most important concept to
come out of theoretical computer
science and no book covers it as well
as Garey and Johnson.”

Lance Fortnow, “Great Books: Computers
and Intractability: A Guide to the Theory of
NP-Completeness”



The Guide Prefácio

NP-completo: simboliza o abismo da intratabilidade inerente para resolver
problemas maiores e mais complexos

Variedade ampla de problemas frequentes: matemática, computação,
pesquisa operacional

I Caṕıtulos 1–5: teoria básica

I Caṕıtulos 6–7: aproximação, hierarquia de classes de complexidade

I Apêndice: metade do livro! Lista bem organizada de problemas



The Guide Caṕıtulo 1: Computers, Complexity, and Intractability

“Bandersnatches are the subject of a
di�cult algorithm design project for
an apparently NP-complete problem.”



The Guide Caṕıtulo 1: Computers, Complexity, and Intractability
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The Updated Cartoons

Stefan Szeide · www.ac.tuwien.ac.at/people/szeider/cartoon/
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The Guide 12 problemas em aberto em 1979

I Graph isomorphism

I Subgraph homeomorphism (for a fixed graph H)

I Graph genus

I Chordal graph completion

I Chromatic index

I Spanning tree parity problem

I Partial order dimension

I Precedence constrained 3-processor scheduling

I Linear programming

I Total unimodularity

I Composite number

I Minimum length triangulation



Ongoing Guide – Os 12 problemas atualizados em 2005
2 · David Johnson

Table I. The current status of the open problems from [G&J] and previous columns.

Problem Name Source Status Covered in

GRAPH ISOMORPHISM [G&J] Open –

SUBGRAPH HOMEOMORPHISM [G&J] P [Col 19, 1987]
(FOR A FIXED GRAPH H)

GRAPH GENUS [G&J] NPC [Col 21, 1988]

CHORDAL GRAPH COMPLETION [G&J] NPC [Col 1, 1981]

CHROMATIC INDEX [G&J] NPC [Col 1, 1981]

PARTIAL ORDER DIMENSION [G&J] NPC [Col 1, 1981]

PRECEDENCE CONSTRAINED [G&J] Open –
3-PROCESSOR SCHEDULING

LINEAR PROGRAMMING [G&J] P [Col 1, 1981]

TOTAL UNIMODULARITY [G&J] P [Col 1, 1981]

SPANNING TREE PARITY PROBLEM [G&J] P [Col 1, 1981]

COMPOSITE NUMBER [G&J] P This Column

MINIMUM LENGTH TRIANGULATION [G&J] Open –

IMPERFECT GRAPH [Col 1, 1981] P This Column

GRAPH THICKNESS [Col 2, 1982] NPC [Col 5, 1982]

EVEN COVER [Col 3, 1982] NPC This Column
(MINIMUM WEIGHT CODEWORD)

“UNRESTRICTED” TWO-LAYER [Col 5, 1982] Open –
CHANNEL ROUTING

GRACEFUL GRAPH [Col 6, 1983] Open –

ANDREEV’S PROBLEM [Col 17, 1986] Open –

SHORTEST VECTOR IN A LATTICE [Col 18, 1986] “NPC” This Column

column appeared (and the 26 years since the first edition of [G&J]). As with the
very first column [Col 1, 1981], this edition of the column surveys developments
with respect to the open problem list in [G&J], this time augmenting the coverage
to include the open problems highlighted in previous columns. Table I summarizes
the current status of all these problems. Eight of the twelve open problems from
[G&J] and one of the seven open problems from the columns had been resolved by
1992, and their resolutions were covered in previous columns. Since then one of the
four open problems from [G&J] and two of the open problems from the columns
have been resolved, and one of the column problems has been partially resolved
(in a sense to be explained later). Section 2 will cover the resolved and partially
resolved problems, while Section 3 will discuss the problems that remain open. The
next column will likely cover hardness-of-approximation results and the complexity
conjectures on which they rely. Suggestions of topics and results to be covered by
future columns are welcome.

While readers await the next column, they might wish to investigate some of the
many other sources that now provide information about developments in the field.

ACM Transactions on Algorithms, Vol. V, No. N, Month 20YY.



Ongoing Guide – Graph Restrictions and Their E↵ect



Complexity-separating graph classes for

vertex, edge and total coloring

Celina de Figueiredo



Overview

Classification into P or NP-complete of challenging problems in graph
theory

Full dichotomy: class of problems where each problem is classified into
P or NP-complete

Coloring problems: vertex, edge, total



NP-completeness ongoing guide

Identification of an interesting problem, of an interesting graph class

Categorization of the problem according to its complexity status

Problems and complexity-separating graph classes

Graph classes and complexity-separating problems

Johnson’s NP-completeness column 1985

Spinrad’s book 2003



Ongoing Guide – graph restrictions and their effect



GRAPH CLASS MEMBER INDSET CLIQUE CLIPAR CHRNUM CHRIND HAMCIR DOMSET MAXCUT STTREE GRAPHISO

Trees/Forests P [T] P [GJ] P [T] P [GJ] P [T] P [GJ] P [T] P [GJ] P [GJ] P [T] P [GJ]

Almost Trees (k) P P [OG] P [T] P [6] P [OG] P [7] P [OG] P [OG] P [8] P [9] P [7]

Partial k-trees P [OG] P [OG] P [T] P [6] P [OG] P [7] P [OG] P [OG] P [8] P [9] P [7]

Bandwidth-k P [OG] P [OG] P [T] P [6] P [OG] P [7] P [OG] P [OG] P [OG] P [9] P [OG]

Degree-k P [T] N [GJ] P [T] N [GJ] N [GJ] N [OG] N [GJ] N [GJ] N [GJ] N [10] P [OG]

Planar P [GJ] N [GJ] P [T] N [OG] N [GJ] O N [GJ] N [GJ] P [GJ] N [10] P [GJ]

Series Parallel P [OG] P [OG] P [T] P [6] P [OG] P [OG] P [OG] P [OG] P [GJ] P [OG] P [GJ]

Outerplanar P P [OG] P [T] P [OG] P [OG] P [OG] P [T] P [OG] P [GJ] P [OG] P [GJ]

Halin P P [OG] P [T] P [OG] P [OG] P [OG] P [T] P [OG] P [GJ] P [11] P [GJ]

k-Outerplanar P P [OG] P [T] P [OG] P [OG] P [7] P [OG] P [OG] P [GJ] P [9] P [GJ]

Grid P P [GJ] P [T] P [T] P [T] P [GJ] N [OG] N [OG] P [T] N [10] P [GJ]

K3,3-Free P [OG] N [GJ] P [T] N [GJ] N [GJ] O? N [GJ] N [GJ] P [OG] N [10] I [12]

Thickness-k N [OG] P [GJ] P [T] N [GJ] N [GJ] N [OG] N [GJ] N [GJ] N [OG] N [10] O?

Genus-k P [OG] P [GJ] P [T] N [GJ] N [GJ] O? N [GJ] N [GJ] O? N [10] P [OG]

Perfect P [13] P [OG] P [OG] P [OG] P [OG] N [14] N [OG] N [OG] N [8] N [10] I [GJ]

Chordal P [OG] P [OG] P [OG] P [OG] P [OG] O? N [OG] N [OG] N [8] N [15] I [GJ]

Split P [OG] P [OG] P [OG] P [OG] P [OG] O? N [OG] N [OG] N [8] N [15] I [OG]

Strongly Chordal P [OG] P [OG] P [OG] P [OG] P [OG] O? N [16] P [OG] N [4] P [15] I [17]

Comparability P [OG] P [OG] P [OG] P [OG] P [OG] N [14] N [OG] N [OG] N [18] N [10] I [GJ]

Bipartite P [T] P [GJ] P [T] P [GJ] P [T] P [GJ] N [OG] N [OG] P [T] N [10] I [GJ]

Permutation P [OG] P [OG] P [OG] P [OG] P [OG] O? P [19] P [OG] O? P [20] P [OG]

Cographs P [T] P [OG] P [OG] P [OG] P [OG] O? P [OG] P [OG] P [8] P [20] P [OG]

Undirected Path P [OG] P [OG] P [OG] P [OG] P [OG] O? N [21] N [OG] N [8] N Thm. ?? I [GJ]

Directed Path P [OG] P [OG] P [OG] P [OG] P [OG] O? N [22] P [OG] O? P [15] O?

Interval P [OG] P [OG] P [OG] P [OG] P [OG] O? P [OG] P [OG] O? P [15] P [OG]

Circular Arc P [OG] P [OG] P [OG] P [OG] N [OG] O? P [23] P [OG] O? P [15] O?

Circle P [OG] P [GJ] P [OG] N [24] N [OG] O? P [OG] N [25] N [26] P [OG] O?

Proper Circ. Arc P [OG] P [OG] P [OG] P [OG] P [OG] O? P [OG] P [OG] O? P [15] P [5]

Edge (or Line) P [OG] P [GJ] P [T] N [GJ] N [OG] N [14] N [OG] N [GJ] P [27] N [OG] I [OG]

Claw-Free P [T] P [OG] N [28] N [GJ] N [OG] N [14] N [OG] N [GJ] N [8] N [29] I [OG]

Table 1: The updated NP-Completeness Column: An Ongoing Guide table 35 years later. The updates
are shown in bold. We keep the abbreviations used by [OG], namely for entries: P = Polynomial-time
solvable, N = NP-complete, I = Open, but equivalent in complexity to general GRAPH ISOMORPHISM, O? =
Apparently open, but possibly easy to resolve, and O = Open, and may well be hard; and for references [T] =
restriction trivializes the problem, No Reference = This result can be obtained easily by standard techniques,
[GJ] = the Guide [1], and [OG] = the Ongoing guide [2], please refer to this reference for the entry.

graphs, which would provide a full dichotomy Polynomial versus NP-complete for the
STTREE column. Actually, we provide a second dichotomy for the STTREE problem
restricted to undirected path graphs, according to the diameter of the input graph.

In addition, we consider the parameterized complexity of hard problems to review
Table 1 into a Table 2, a proposed summary table of what it means today to study65

a problem from a computational complexity point of view. This is of course just a
sample of what it means, since we could even consider other classifications (e.g., the
approximability complexity theory and the space complexity theory). We have kept
the same 30 classes but have drawn the horizontal lines so that the partial k-trees sub-
classes appear together, and we may focus on the remaining rows, where the NP entries70

appear. In Section 2, we do a more detailed discussion about the table, also presenting
the basic definitions of parameterized complexity, but here we would like to draw the
reader’s attention to the granularity provided by the parameterized complexity for the
NP-complete problems into XP, FPT, W[1], W[2], and PNP. We depict as O* the N

entries of Table 1 that constitute the parametrized puzzles, for which so far we were not75
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Every graph is easy or hard:
dichotomy theorems for graph problems
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Dániel Marx plenary talk at ICGT 2014

Dichotomy theorems

Dichotomy theorems give goods research programs: easy to
formulate, but can be hard to complete.
The search for dichotomy theorems may uncover algorithmic
results that no one has thought of.
Proving dichotomy theorems may require good command of
both algorithmic and hardness proof techniques.

So far:
Each problem in the family was defined by fixing a graph H.

Next:
Each problem is defined by fixing a class of graph H.

12







GRAPH CLASS MEMBER INDSET CLIQUE CLIPAR CHRNUM CHRIND LONGPATH DOMSET MAXCUT STTREE GRAPHISO

Trees/Forests P [T] P [GJ] P [T] P [GJ] P [T] P [GJ] P [T] P [GJ] P [GJ] P [T] P [GJ]

Partial k-trees P [OG] P [OG] P [T] P [6] P [OG] P [7] P [OG] P [OG] P [8] P [9] FPT [32]

Almost Trees (k) P P [OG] P [T] P [6] P [OG] P [7] P [OG] P [OG] P [8] P [9] P [7]

Bandwidth-k P [OG] P [OG] P [T] P [6] P [OG] P [7] P [OG] P [OG] P [OG] P [9] P [OG]

Series Parallel P [OG] P [OG] P [T] P [6] P [OG] P [OG] P [OG] P [OG] P [GJ] P [OG] P [GJ]

Outerplanar P P [OG] P [T] P [OG] P [OG] P [OG] P [T] P [OG] P [GJ] P [OG] P [GJ]

Halin P P [OG] P [T] P [OG] P [OG] P [OG] P [T] P [OG] P [GJ] P [11] P [GJ]

k-Outerplanar P P [OG] P [T] P [OG] P [OG] P [7] P [OG] P [OG] P [GJ] P [9] P [GJ]

Planar P [GJ] FPT [33] P [T] O* [OG] PNP [34] O FPT [35] FPT [36] P [GJ] FPT [37] P [GJ]

Grid P P [GJ] P [T] P [T] P [T] P [GJ] FPT [35] FPT [36] P [T] FPT [37] P [GJ]

K3,3-Free P [OG] W[1] [38] P [T] O* [GJ] PNP [34] O? FPT [35] FPT [39] P [OG] XP [T] FPT [32]

Thickness-k PNP [OG] P [GJ] P [T] O* [GJ] PNP [34] PNP [OG] FPT [35] FPT [40] FPT [41] FPT [37] FPT [32]

Genus-k P [OG] P [GJ] P [T] O* [GJ] PNP [34] O? FPT [35] FPT [40] FPT [41] FPT [37] P [OG]

Degree-k P [T] FPT [33] P [T] O* [GJ] PNP [34] PNP [42] FPT [35] FPT [43] FPT [41] FPT [44] P [OG]

Perfect P [13] P [OG] P [OG] P [OG] P [OG] O∗ [14] FPT [35] W[2] [45] FPT [41] W[2] [45] FPT [32]

Chordal P [OG] P [OG] P [OG] P [OG] P [OG] O? FPT [35] W[2] [45] FPT [41] W[2] [45] FPT [32]

Split P [OG] P [OG] P [OG] P [OG] P [OG] O? FPT [35] W[2] [45] FPT [41] W[2] [45] FPT [32]

Strongly Chordal P [OG] P [OG] P [OG] P [OG] P [OG] O? FPT [35] P [OG] FPT [41] P [15] FPT [32]

Comparability P [OG] P [OG] P [OG] P [OG] P [OG] O∗ [14] FPT [35] W[2] [46] FPT [41] XP [T] FPT [32]

Bipartite P [T] P [GJ] P [T] P [GJ] P [T] P [GJ] FPT [35] W[2] [46] P [T] XP [T] FPT [32]

Permutation P [OG] P [OG] P [OG] P [OG] P [OG] O? P [19] P [OG] FPT [41] P [20] P [OG]

Cographs P [T] P [OG] P [OG] P [OG] P [OG] O? P [OG] P [OG] P [8] P [20] P [OG]

Undirected Path P [OG] P [OG] P [OG] P [OG] P [OG] O? FPT [35] XP [T] FPT [41] XP [T] FPT [32]

Directed Path P [OG] P [OG] P [OG] P [OG] P [OG] O? FPT [35] P [OG] FPT [41] P [15] FPT [32]

Interval P [OG] P [OG] P [OG] P [OG] P [OG] O? P [OG] P [OG] FPT [41] P [15] P [OG]

Circular Arc P [OG] P [OG] P [OG] P [OG] O* [OG] O? P [23] P [OG] FPT [41] P [15] FPT [32]

Circle P [OG] P [GJ] P [OG] XP [24] O* [OG] O? P [OG] W[1] [47] FPT [41] P [OG] FPT [32]

Proper Circ. Arc P [OG] P [OG] P [OG] P [OG] P [OG] O? P [OG] P [OG] FPT [41] P [15] P [5]

Edge (or Line) P [OG] P [GJ] P [T] O* [GJ] PNP [42] O* [14] FPT [35] FPT [48] P [27] XP [T] FPT [32]

Claw-Free P [T] P [OG] FPT [48] PNP [49] PNP [42] O* [14] FPT [35] FPT [48] FPT [41] XP [T] FPT [32]

Table 2: The parameterized NP-Completeness Column: An Ongoing Guide table. The parametrized puzzle
is to classify every O entry, every O? entry and every N entry into FPT = Fixed parameter tractable, W[1]
= W[1]-hard, W[2] = W[2]-hard, and PNP = paraNP-complete, where the considered parameterization is
with respect to the natural parameter of each corresponding problem.

(x, k) of a parameterized problem L, a parameterized reduction from L to another
parameterized problem L′ is an algorithm that computes, in time f(k) · |x|O(1) for
some computable function f , an equivalent instance (x′, k′) of L′ such that k′ ≤ g(k)
for some computable function g. The class of W-hard problems can be more formally125

defined in a way to determine a hierarchy of nested classes called W[i]-hard, for each
i ∈ N − {0}. However, for our purposes it suffices to define the W[1]-hard and W[2]-
hard classes in terms of their “base” problems; think of it as defining the NP-hard class
in terms of SAT. A parameterized problem L is W[1]-hard if there is a parameterized
reduction from CLIQUE, parameterized by the size of the clique, to L; and it is W[2]-130

hard if there is a parameterized reduction from DOMINATING SET, parameterized by
the size of the dominating set, to L. Figure 3 depicts these classes and how they relate
to each other, with an arrow going grom class A to class B if A ⊆ B. Observe that a
parameterized version of an NP-hard problem can be classified in any of these classes,
except of course for P, unless P = NP.135

MEMBERSHIP. The entries P are of course inherited from Table 1; hence the only
class that can be further refined in the paramterized complexity is the class Thickness-
k. A graph is said to be in Thickness-k if its edge set can be partitioned into k parts,
each forming a planar graph. It is known that deciding whether a given graph G is
Thickness-k is NP-complete even if k = 2 [OG] (for k = 1 it coincides with deciding140
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